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FOREWORD
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Engineer at SIGMTROIN was Dr. Leonard Ehrman, who was also

responsible for the sections on Doppler simulation, system

validation, and propagation effects. Mr. John N. Pierce per-

formed the analyses of the hard and soft limiters, assisted

by Dr. Steen Parl. Dr. Parl also performed the NVSTAR GPS

analysis. Dr. Steven H. Richman performed the repeater jamming

analysis. Computer programming for the soft limiter analysis

was performed by Mrs. Linda Vears.

The authors wish to acknowledge the valuable assistance

of the AFAL/AAI Project Engineer, Capt. James Nash, whose sug-
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SECTION 1

I NTRODUCTI ON

This document constitutes the final report prepared by

SIGNATRON, Inc., Lexington, Massachusetts, for the Air Force

Avionics Laboratory, Wright-Patterson Air Force Basq, Ohio,

under Contract F33615-74-C-4065, entitled Optimum Simulation

Techniques for Communication System Design.

1.1 Objectives of the Program

The Air Force Avionics Laboratory has developed the Com-

munication Systems Evaluation Laboratory (CSEL) to investigate

and analyze, through simulation, a variety of comtmunication

problems. The laboratory utilizes three solutions to the prob-

lems:

(1) building and testing special purpose hardware;

(2) developing computer software programs to simulate
the problems on a digital, analog, or hybrid com-
puter; or

(3) developing some combination of the two methods.

In addition to the above, o,,er-the-air tests can be performed

using CSEL's rooftop facility.

The objective of the present program was to perform a study

of simulation techniques for anti-jam communications systems

design and evaluation, and pr ,vide recommendations which utilize

the capabilities of CSEL in testing these systems. The emphasis

in the study was placed on two satellite systems: The Lincoln

Experimental Satellites 8 and 9 (LES 8/9) and the NAVSTAR Global
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Positioning System (GPS). The LES 8/9 effort included studies

of hard and soft limiting, repeater jamming, simulation hardware/

software validation experiments, and Doppler simulation. The

GPS effort was limited to a study of the requirements for GPS

simulation, and the interfacing of the GPS simulator with the

proposed AFAL Generalized Development Model (GDM) system. In

addition to the studies oriented towards the LES 8/9 and GPS systems,

specifically, studies were also performed in the fields of satel-

lite signal properties and the simulation of desired scintillation

statistics.

1.2 Brief Summary of Results

Analytic results have been obtained for the suppression of

a frequency-hopped signal with CW jamming in a hard limiter.

The soft limiter which was examined was modeled as a linear

amplifier for input levels less than a specific threshold value,

and clipper for input levels above the threshold. Calculations

were made of signal suppression; for J/S < 0 dB, the hard limiter

has less suppression, while for J/S > 0 dB, the soft limiter has less.

The repeater jammer was studied for a frequency-hopped system

which utilized error correcL4'ng coded transmission and bard limit-

ing at the receiver. The signal detection statistic took into

account the effects of matched filtering, limiting, and random

frequency and phase errors, as well as partial chip jamming.

The analyses demonstrated that for this class of signal, repeater

jaiting is in general more efficient than either random noise or

multitone jamming.

When CSEL is first to be used in LES 8/9 simulations, it is

important to have a systematic procedure for validating the sima-

lation. Three experiments are considered, the first being

a validation of the programmed signal processor

2



(PSP) model of the satellite, the second being the downlink simu-

lation, and the third being jaimming on the forward uplink. Ex-

perimental procedures and predicted results are given.

The final LES 8/9 study is concerned with Doppler simulation.

The simulation of Doppler shift on a wideband signal is compli-

cated by the linear increase in Doppler shift across the signal

band, resulting in a differential Doppler shift across the band.

This can be ignored in a narrow-band signal, but must be included

in the simulation of wideband signals. A hybrid method of simu-

lating both the Doppler and the differential Doppler for the

LES 8/9 system is described.

The NAVSTAR Global Positioning System (GPS) will enable

both civilian and military users to accurately locate their po-

sition in three-dimensional space. Many classes of users are

envisioned for GPS. Depending on their accuracy requirements,

they may receive satellite data at either one or two frequencies,

with or without A/J protection. AFAL is supporting the GPS

Joint Program Office to provide performance trade-offs related

to high-anti-jam techniques for GPS, as well as to expand the

technology base for GPS user equipment. As part of this program,

AFAL is procuring the AFAL Generalized Development Model (GDM)

of the GPS user equipment, which includes the hardware and soft-

ware necessary to receive and process GPS navigation signals,

along with inertial and auxiliary sensor data in some modes,

and determine optimum estimates of the three dimensional position,

velocity, and system time. In our study of GPS we have summarized

the GPS system and sources of Prrors. ,f ,,4r 4 ,,lrser-i.

modelinq techniques, and proposed means of integrating the GDM

into CSEL, thus allowing GPS system concepts to be validly tested

through a hybrid simulation. Among the items considered are:

3



expected GDM receiver structure; integration of the GDM

simulator into CSEL; the use of the Draper Laboratory's

CSDL/4 - SV satellite simulator; new techniques for con-

structing variable delay lines; antenna simulation; stabili-

zation of time delays; and hardware and software requirements.

The final part of the study deals with some features of

satellite signal propagation. It consists of two separate

but complementary parts. The first is a summary of the properties

of satellite signals. The second is concerned with means of

simulating, on a digital computer, signal distributions which

would be the same as measured on a scintillating signal. Algorithms

are derived for generating signals with the distribution of either

envelope alone, or both the envelope and phase.

1.3 Contents of the Report

The report is divided into four main sections. Section 2

contains the material related to LES 8/9, Section 3 the material

related to GPS, and Section 4 the material related to satellite

signal propagation. Conclusions and recommendations are given

in Section 5.

4
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SECTION 2

LES 8/9 STUDIES

2.1 Introduction

The Lincoln Experimental Satellites LES 8/9 are experimental

satellites, operating at VHF and K-band. They are designed to

accept signals which are frequency-hopped over a wide bandwidth

for A/J purposes, process them, and refo..-mat, remodulate, and re-

transmit their data to other users. Thus the satellites are con-

siderablymore sophisticated than the conventional repeater-type

satellite, which simply heterodyne incoming signals to another

band and then retransmit them with no further processing.

In this section we discuss four aspects of the LES 8/9

system and their application to the CSEL facility. In

Section 2.2 we describe the effects of limiters on frequency-

hopped signals. The simulation of Doppler and differential

Doppler shifts, which is an important effect in wideband A/J

systems, is considered in Section 2.3. Repeater jamming of

frequency-hopped signals is analyzed in Section 2.4. Section 2

ends with a discussion of systematic tests to be run using CSEL

with the LES 8/9 simulator.

2.2 Effects of Limiters on Frequency-Hopped Signals

A frequency-hopped (FH) signal is often processed through

a limiter, as this provides a means of reducing the effect of a

jammer on a coded system. In this section we consider the sup-

pression which FH signals undergo in both hard and soft limiters,

when combined with CW or FH jamming signals.

5



2.2.1 CW Jamming Suppression of FH Signals
in a Hard Limiter

Suppose that two CW signals are present at the input to a

hard limiter: one of them arising from a frequency-hopped (FH)

desired signal, and the other from either a CW or FR jammer.

If the desired signal is at frequency f , and the undesired

signal at fl' then the output of the limiter contains an in-

finite number of spectral lines spaced at multiples of the dif-

ference frequency (f1-fo). The bulk of the limiter output

energy appears in the lines at f and f1 ; however, as much as
0

19% of the limiter output can appear in other lines when the
signal and jamming are equal.

If S and J are the signal and jamming powers, respectively,

the fraction of the total output power that would appear at

the desired frequency when using a linear amplifier would be

Sq/(S+J).

Beside wasting power in spurious spectral lines, the hard

limiter increases the disparity between the power in the spec-

tral lines at f and f1 ; this is the well known weak-signal

suppression effect.

This combination of weak-signal suppression and power in

spurious lines causes the power in the desired component to be

some number

S (1)
S+J

6



rather than S/(S+J). We call *(J/S) the "suppression factor"

and we have plotted 4 in Fig. 1. The details of calculating

are given in the Appendix. Although i is indeed a suppres-

sion factor in the important situation where the jamming/signal

ratio is greater than unity, it is apparent from the figure that

is actually an improvement factor when the signal is more
than 0.9 dB; stronger than the jamming.

In an actual hard limiting r-epeater the power amplifier

that follows the repeater will have a bandwidth approximately

equal to the input bandwidth and only a finite number of the

spurious spectral lines will be passed by the amplifier. Whether

or not the power that would have been in those lines will ap-

pear in the remaining lines depends on the exact characteristics

of the power amplifier. Any slight improvement that results

from this effect is likely to be counterbalanced by incidental

AM to PM conversion.

In any event changes from the signal-suppression effect

shown in the figure are negligible if the separation between the

two frequencies is small compared to the bandwidth, and we may

take the curve as shown to be both the worst-case and a good

approximation to all of the other cases. The derivation of

is given next.

2.2.1.1 Calculation of Hard Limiter Suppression Factor

Using complex notation, let

signal = exp (jw t), (2)

jamming = A exp (jw1tr, 

2
so that the jamming/signal ratio is A . The total input to the

limiter is then

7
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7 . .....

v(t) exp (jw t) + A exp (jwlt), (4)

and the hard-limited output (with unity peak voltage) is

w(t) = v(t)/Iv(t) . (5)

Since
2 2lv(t) 12 = 1 + A + 2Acosrw-o)t], (6)

we have

2
w(t) = ri + A + 2Acos[(w -i,;o)t)- v(t). (7)

The amplitude of the desired component at the limiter output is

T

Vo lim(l/T) exp(-jw t) w(t) dt
0j

fT l+Aexp~j (wl-wo)t]

lim (l/T) T 2 dt.
T [l+A +2Acos (w -W )t] (t)

It is easily verified that this is equal to the average over a

whole period of the difference frequency:

v (1/2.T) I' dO l+Aexp(j @ ) (9)
0 - [l+A 2+2AcosO]

Since the integral of the odd part of the integrand vanishes,

we have
Tr

(i/2Tr) de l+Acos@

-TT (1+A +2Acos@)

(l/nr) f dA I+AcosO

(The latter expression follows from the even symmetry cf the

integrand.)

9



It is convenient to write the numerator in this integrand

as

1+AcosO = (1/2) (2+2AcosO)

= (1/2) (I+A2+2AcosO + 1-A2), (II)

so that

v = (1/2r) fd( 1+A +2AcosO)
0

+ [(1-A )/( 27)]T d (1+A2+2AcosO)- (12)

The change of variable - 2cp combined with application of the
trigonometric identity

cos 2 0 = 1-2 sin 2p (13)
leads to

• /222
v = (l/n) J dp (1+2A+A -4A sin T) 2

0

+1 7T-Vrr j/2 2_ 2
+ r (1-A-/T f dcp (1+2A+A-4A sin 2p) . (14)

0

Let us now introduce the parameter m defined by
2m = 4A/(l+A) . (15)

We then have

- r(I+A)'f/' j- dcp (l-msin cp)
0

0

r/2 2

(1-A) /T f td (l--msin 2,) (161
0

10



This final expression is in the form of complete e.liptiLc in-

tegrals. (See, for instance, Eqs. 17.3.1 and 17.3.3 )f Hand-

book of Mathematical Functions by Abramowitz and Stegun.) We

thus can write

v = (1+A) E (m)/7T + (1-A) K(m)/TT. (J7)
0

The value of v can be calculated using Eqs. 17.3.34 and0

17.3.36 of the cited reference; we can then write

po = V0 (18)

as the power in the desirk ' component. Noting that if the unity

power output of the limiter nad been divided proportionally be-

tween just the w and wi components we would have had a power

level in the desired component of

2 -l1P = (]+A ) - , (19)0

we can define a signal suppression effect

t= P/P 0 (20)

This suppression effect in dB is given in Table 1. It is useful

to include in the table some extreme cases outside of the calcu-

lation range. For m - 0, (corresponding to A -, 0 or A - -),

it is conveninent to work directly with one of the earlier

expressions for v which we repeat here:

v (1/n) JdA LFA cos@
o (l2--Acos0 + A

For A-c*, this can be written as

11



TABLE 1. SUPPRESSION EFFECT

J/S, DB Suppression,DB

- co0.00

- 10.0 0.18
- 8.0 0.27
- 6.0 0.37
- 4.0 0.45
- 2.0 0.35
- 1.0 0.07
- 0.8 - 0.04
- 0.6 - 0.16

- 0.4 - 0.33
- 0.2 - 0.55

0.0 - 0.91
0.2 - 1.32
0.4 - 1.60
0.6 - 1.83
0.8 - 2.04
1.0 - 2.23
2.0 - 3.01
4.0 - 4.07
6.0 - 4.76
8.0 - 5.21

10.0 - 5.50
15.0 - 5.86
20.0 - 5.97
25.0 - 6.01
30.0 - 6.02

co - 6.02

12



T-11

v dP cose + A
) f (-+2A2 (21)

The denominator in this expression can be expanded in powers of
A using two terms of the negative binomial expansion to ob-

tain

(1+2A - cosO + A- 2 -h z 1-A- 1 cosp. (22)

Multiplication of this by the numerator then gives

v s (1/k) J dO rcos 0 + A- 1 sin20]
0 0

1 I/2A. (23)

The corresponding power is

P - /4A 2  (24)

yielding the well known 6 dB signal suppression effect:

t- (1/4A 2)/(l/A 2 ) = 1/4 as A - -. (25)

At the other extreme of A-0, we evaluate the integrals by

inspection to verify that

*,-i as A- 0. (26)

The one significant case remaining is that of equal jam-

ming and signal power. In that case A=l and the expression for

v becomes

13



v = (/ ) d + cos@
V d@

o (2+2 CoS) 2

= a_ 1dA (1+cosA)
0

= 2% . - I 7,/2

2 - dcp (l+cos2p) 2

0

2 /22
=2 - J dp (2 cosc) 2

0

(2/a) f cos cp dqp
0

= 2/7. (27)

We thus have
po = 4/2 '  (28)

and, since P = 1/2,

2=8/ 2 = -. 91 dB if A 1. (29)

2.2.2 CW Jamming Suppression of FH Signals
in a Soft Limiter

In Section 2.2.1 we analyzed the suppression of signal energy

that occurs when a frequency-hopped (FH) signal and CW or FH jamming

are simultaneously present at the input of a hard-limiting repeater.

It was suggested by Capt. James Nash of the Air Force Avionics

Laboratory that we extend that analysis to the soft-limiting re-

peater. This section is the result of that suggestion. We first
summarize some aspects of the problem, and then present the detailed

analysis.

14



2.2.2.1 Summary of Soft Limiter Results

(1) The use of a soft-limiter presupposes use of an ampli-
fier that is operating part of the time in the linear
region and part of the time in a saturation region.
In the most general situation, the phase-shift through
such a device will be a function of the amplitude of
the input. We have made the simplifying assumption
that only the gain depends on drive level and not the
phase shift. It must be recognized that there will be
some practical applications for which the results here
represent an incomplete solution.

(2) In most applications both the input signal power and
input jamming power are variables so that some form
of automatic gain control (AGC) must be used if the
soft-limiting repeater is to depend only on relative
jamming and signal power and not on the absolute
levels. We have shown in the main body of the text
that if the performance is to be invariant to scaling
of the total input, then the voltage gain preceding
the soft limiter should be inversely proportional to
the L -norm of the waveform. We have used the L -norm
of thR total input waveform which corresponds to makng

the voltage gain of the preamplifier inversely propor-
tional to the rms input envelope. Correspondingly,
the average power at the input to the soft limiter will
be constant.

(3) The exact performance depends on the specific form of
the nonlinear output/input characteristic. However,
an excellent approximation to the performance can be
obtained by treating the soft-limiter as a device that
acts as a linear amplifier for input envelopes less than
a specified constant times the rms envelope, and clips
the output above this level as shown in Fig. 2. We
refer to this as a saturating amplifier characteristic.

As in the hard limiter we compare the power in the signal com-
ponent of the output with the signal po.cr out of an ideal ,mplifier

constrained by an average power limitation rather than a peak power

limitation; the ratio of these signal powers we refer to as the

signal suppression.

15
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Figure 2. Saturating Amplifier Characteristic
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The results of the computer calculations of signal suppres-

sion vs. J/S ratio showd that for each J/S ratio there is an opti-

mum clipping level. Table 2 gives this optimum clipping level for

several values of J/S. The optimum clip level exhibits an inter-

esting pattern:

(a) For J/S < 0 dB the hard limiter is optimum.

(b) For J/S > 0 dB a soft limiter is optimum but the clip
level is always less than 1.3 dB above

the rms envelope.

(c) As J/S - the optimum clip level is slightly above
but not equal to the rms envelope.

Since any operational system would undoubtedly have to work

at a fixed clipping level, it is also of interest to determine

the worst case suppression for each clipping level. Table 3 gives

these numbers fir several clipping levels. The minimax value in

this table occurs With a clipping level of 0.7 dB above the rms

envelope.

The choice of clipping level clearly depends on which range

of J/S values is most likely to occur on the operational link.

As an aid to possible system desian we include Tables 4 to 11

which give the signal suppression vs. J/S for clip levels of 0.1

to 1.3 dB above rms signal level, and for the hard limiter. In

addition, some of these data points are plotted in Fig. 3 to

show graphically the type of tradeoff involved. We have specific-

ally chosen for graphing the clipping levels of

(a) 1.3 dB, which is the largest clip level that would
ever be considered

(b) 0.7 dB, which minimizes the maximum suppression
(c) 0.1 dB, which nearly minimizes the suppression at

arbitrarily large J/S ratios

(d) -- dB, w,:Ich is the hard limiter.

17



TABLE 2 OPTIMUM CLIP LEVEL VS J/S

Optimum Clip Level Signal
RMS Envelope Suppressionr./S (20 log 0voltage ratio) (positive values= enhancement)

- - dB -- dB 0.00 dB
-10 -CO 0.18
- 9 -0 0.23

- 8 -CO 0.27
- 7 - 0 .3 2-16 - 0.37

-5 -C 0.44
-4 -c 0.45
-3 -0 0.44
-2 -W 0.35
-1 -C 0.07

0 -W -0.91
1 -5. -1.51
2 -2. -1.80
3 -1. -1,98
4 0.6 -2.09
5 0.9 -2.12
6 1.2 -2.11
7 1.3 -2.06
8 1.3 -1.99
9 1.3 -1.91

10 1.3 -1.81
11 1.3 -1.70
12 1.3 -1.58
13 1.3 -1.47
14 1.2 -1.35
15 1.2 -1.25
16 1.1 -..14
17 1.0 -1.04
18 0.9 -0.94
19 0.8 -0.86
20 0.7 -0.79
21 0.7 -0,70
22 0.6 -0.64
23 0.6 -0.60
24 0.5 -0.51

26 0.4 -0.42
27 0.4 -0.40
28 0.3 -0.38
29 0.3 -0.30
30 0.3 -0.30

0+
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TABLE 3. WORST SUPPRESSION AT EACH CLIPPING LEVEL

Worst Case J/S Value at WhichClip Level Signal Suppression Worst Case Occurs
1.3 dB - 2.18 dB 3 dB
1.2 - 2.16 3
1.1 - 2.14 3
1.0 - 2.13 4
0.9 - 2.12 4
0.8 - 2.12 5
0.7 - 2.11 5
0.6 - 2.12 6
0.5 - 2.13 6
0.4 - 2.15 7
0.3 - 2.18 8
0.2 - 2.23 9
0.1 - 2.31 12
0.0 - 2.50
< 0 - 6.01

19
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TABLE 4. SIGNAL SUPPRESSION IN HARD-LIMITING REPEATER

J/S, dB Suppression,dB

-10 0.18
- 9 0.28

- 8 0.27
- 7 0.32

- 6 0.37
- 5 0.42
- 4 0.45
- 3 0.44
- 2 0.35

-1 0.07
0 -0.92
1 -2.23
2 -3.01
3 -3.60

4 -4.07
5 -4.45
6 -4.76
7 -5.00
8 -5.21
9 -5.37

10 -5.50
11 -5.61
12 -5.69

13 -5.76
14 -5.81
15 -5.86
16 -5.89
17 -5.92
18 -5.94
1.9 -5.96
20 -5.97
21 -5.98
22 -5.99
23 -6.00
24 -6.00
25 -6.01
26 -6.01
27 -6.01
23 -6.02
29 -6.02
30 -6.02
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TABLE 5. SOFT-LIMITING REPEATER CLIPPING LEVEL IN DB 0.1

J/S IN 0H PSI-SUB-S/NDB

-10 -0.83

-9 91

-8 -

-7 -1.08
-6 -1.17

-5 -1.27
-4 -1.37

-3 -1.47
-2 -1.57

-1 -1.67
0 -1.77
1 -1.85

2 -1.93
3 -2.01

4 -2.08
5 -P.13

6 -2.18
7 -2.22
8 -2.25

9 -2.28

10 -2.29
11 -2.30
12 -2.31

13 -2.30
14 -2.30

15 -2.28
16 -2.26
17 -2.24
18 -2.21
19 -2.18
20 -2.14
21 -2.09

22 -2.04
23 -1.98
24 -1.92

25 -i.84

26 -1.76

27 -1.67

28 -1.57
29 -1.47

30 -1.35
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TABLE 6. SOFT-LIMITING REPEATER CLIPPING LEVEL IN DB 0.3

J/S IN DS PSI-SUB-S/N,DB

-10 -0z 92
-9 -1.00
-8 -1.08
-7 -1.16
-6 -1.25
-5 -1 .35
-4 -1.44
-3 -1.54
-2 -1.63
-1 -1.73
0 -1.81
1 -1.89
2 -1.96
3 -2.03
4 -2.08
5 -2.12
6 -2.15
7 -2.17
8 -2.18
9 -2.18
10 -2.17
11 -2.15
12 -2.12
13 -2.08
14 -2.03
1b -1.98
16 -1.91
17 -1.83
I i -1.74
19 -1.64
20 -1.53
21 -1.41
2? -1.28
23 -1.14
24 -0.99
25 -0.83
P6 -0.67
27 -0.52

?'8 -0•38
29 -0.30
30 -0.30
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TABLE 7. SOFT-LIMITING REPEATER CLIPPING LEVEL IN DB 0.5

,i/S IN DB PSI-SUB-S/N9DB

-to -1.02
-9 -1*09

-8 -1.17
-7 -1.25

-6 -1.34

-5 -1.43
-4 -1.52
-3 -1.61

-2 -1*70
-1 -1.78
0 -1.86

1 -1.93

2 -2.00
3 -2.05

4 -2009

5 -2.11
6 -2.13

7 -2.13
8 -2a12

9 -2.10

10 -P907
11 -2.02
12 -1.96

13 -1.89
14 -1.80
15 -1.71

16 -1.60
17 -1.48
18 -1.35

19 -1.21

20 -1.07
21 -0091

22 -0.76

23 -0.62
24 -0051
25 -0050

26 -0.50
27 -0.50

P? -0050

30 -0.50
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r TABLE 8.SOFT-LIMITING REPEATER CLIPPING LEVEL IN DB 0.7

J/S IN DO PSI-SU3-S/N*DH

-10 -1.12
-9 -1.19
-8 -1.26
-7 -1.34
-6 -1.43
-5 -1.51
-4 -1.60
-3 -1.68
-2 -1.77
-1 -1.84

0 -109?
1 -1.98
2 -2903
3 -2.07
4 -2.10
5 -201
6 -2011
7 -2.10
8 -2.07
9 -2.03

10 -1.97
11 -1.90
1? -1.82
13 -1.72
14 -1.61
15 -1.49
16 -1.36
17 -1.22
18 -1.07
19 -0.93
20 -0.79
21 -0.70
22 -0.70
23 -0s70
24 -0.70
25 -0.70
26 -0.70
27 -0.70

4>8 -0.70
29 -0.70
30 -0.70
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TABLE 9. SOFT-LIMITING REPEATER CLIPPING LEVEL IN DB 0.9

J/S 1N D8 PSI-SUF3-S/NftD6

-8 -1.36
-7 -1.44

-6 -1.52
-5 -1.60

24 -2.07
-3 -2.10
-2 -2128

51 -2129
0 -2119
7 -2.08
8 -2o03
9 -219

10 -219
51 -2.12
12 -1.71
13 -1.59

14 -1.47
19 -1.33

10 -1.19
11 -1.,06
12 -0.94

13 -0.9
24 -0.90
15 -0.90
22 -0.9
23 -0.906

18i -0.90

25 -0.90
21 -0.90

22, -0.90

28 -0.90
24 -0.90

30 09
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TABLE 10. SOFT-LIMITING REPEATER CLIPPING LEVEL IN DB 1.1

J/S IN DB PSI-,U8-S/NDB

-10 -1.34
-9 -1.40
-8 -1.47
-7 -1.54
-6 -1.62
-5 -I 69

-3 -1 .84
-2 -1.91

-- 1 -1098
0 -2.04
1 -2o08
2 -2.12

3 -2.14
4 -2.14
5 -2.13
6 -2.11
7 -2.07
8 -2.01
9 -1.93

10 -2.84
11 -1.74
12 -1.63
13 -1050
14 -1.37
15 -1.25
16 -114
17 -1.10
18 -1.10
19 -1010
20 -1010
21 -1.10
22 -. 10iO
23 -1.10
24 -1.10
25 -1.10
26 -1.10
27 -1.10
28 -1.10
29 -1.10
30 -2.10
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TABLE 11. SOFT-LIMITING REPEATER CLIPPING LEVEL IN DB 1.3

J/S IN DO PSI-SUB-S/N,D3

-10 -1.47
-9 -1.52
-8 -1.58
-7 -)965
-6 -1.72
-5 -1.79
-4 -1°86
-3 -1.93
-2 -1.99

-1 -2.05
0 -2.10

1 -2.14
2 -2.17
3 -2.18
4 -2.17
5 -2.15
6 -2.12
7 -2.06
8 -1.99
9 -1.91

10 -I 08i
11 -1.70
12 -1.58
13 -1.47
14 -I.36

15 -1.30
10 -1.30
17 -1*30
18 -1.30
19 -1.30
20 -1.30
21 -1.30
22 -1 .30
23 -1. 30

24 -1 e30
25 -1.30
26 -1.30
27 -1.30
28 -1.30
29 -1.30
30 -1.30
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Figure 3. Signal Suppression in Soft-Limiting Repeater.
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In addition to the obvious application of soft-limiting in
satellite or RPV repeaters, there are certain MFSK receivers that

uoe limiting prior to the multiple filters. A typical situation

is .:ne involving a coded 8-FSK or 16-FSK signal,where the 8 or 16
possible tones are hopped as a group,and where the receiver con-

sists of a dehopper followed by a narrow-band limiter followed by

a filter bank, followed by decoding circuitry. Because soft-

limiting appeared to be such a desirable tool in the satellite-

repeater framework, we felt that it might also prove to be useful

as a receiver preclipper in place of the hard limiter. Further-

more, it was easy to extend the numerical programming to include

this case.

For the receiver preclipper, it is again necessary to assume

some !orm of automatic gain control so that the clipping level is

referrid to input power or rms envelope. This is not the place

for a det&;led discussion of demodulation of coded FH transmissions;
ho:ever, a brief analysis suggests that the gain control should
not be set in terms of the average total input power, but rather

should be referred to the rms envelope of the desired signal. We

base our analysis on this assumption.

When the satellite repeater was analyzed,it was sufficient

to consider the signal suppression alone because the dominant cause

of link failure in that situation is the downlink noise. This is

no longer true in the case of the receiver preclipper where the

source of errors is the jamming power at the output of the non-

!inority * Ono is thus led to considerina the suporession of

both signal and jamming power below the peak output of the non-

linearity.

29



Figure 4 presents curves of both suppression effects at

three clipping levels. The results are inconclusive as to

whether use of a soft limiter in this application would be

beneficial or not. Basically what is needed is an analysis

paralleling that in the repeater study, Section 2.4 of this

report. Such an analysis would determine the optimum operating

point for the jammer for each clipping level and establish the

improvement or degradation that accompanies soft limiting.

2.2.2.2 Analytical Development of the Soft Limiter

In Section 2.2.1 we analyzed the suppression of frequency-

hopped signals by constant amplitude jamming in a hard limiter

amplifier. In this section we extend that analysis to other non-

linear amplifiers, including AGC effects.

2.2.2.2.1 Description of the Input Signal

Let
S = signal power at input to nonlinearity (30a)
J = jamming power at inputto nonlinearity (30b)

WS = signal frequency, radians/sec (30c)

wj = jamming frequency, radians/sec (30d)

If we refer the power levels to a -ohm impedance level (the actual

impedance level is obviously irrelevant), the voltage waveform at

the input can be written as

V(t) = S cos(,,t) + cos(wt). (311)

With reference to any frequency in the signal band, this

waveform has a slowly-varying envelope, and siowly-varying phase.
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For example, if we select the signal frequency itself as a ref-

erence, we can rewrite Eq. (31) as

V(t) = R(t) cos [, t + cp(t)], (32)
S

where the filuctoations of both R(t) and rr(t) are very slow com-

pared to those of cos(,I, st).

Before evaluating R(t) and qp(t) it is helpful to make a few

notational simplifications to make the ensuing mathematics shorter.

Specifically we write

a = S (33a)

b = j 2 , (33b)

and

= 0)j - ,S (34)

In terms of these quantities Eq.( 3 1) can be rewritten as

V(t) = a cosus t) + b cos(, st + ,0t), (35)

or, upon expanding the second term using routine trigonometric

identities,

V(t) = [a + bcoswut)] cos(w st)

- b sin(,ut) sin(,S t). (36)

If we use a similar expansion of Eq. (32) we find the alternate

expression for V(t):

V(t) = R(t) cos[eo(t) cos(w t)

-R(t) sin[,p(t)] sin(w t). (37)

The coefficients of cos(OI st) in Eqs. (36) and (37) must be equal

to each other, as must the coefficients of sin( ,S t). We therefore

have
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R(t) cosEcP(t)] = a + b cos(wt), (38a)

R(t) sin[ CP(t)] - b sin (wt). (38b)

Th- ratio of these two equations yields

I b sin(wt) (39)
tan[ (t)] - a + b cos(wt)

whi'.e the sums of squares of the two equations yields

2 2R (t) = a + 2 a b cos(wt) + . (40)

2.2.2.2.2 Description of the Nonlinearity

If we passed V(t) through an ideal linear amplifier, the

output would be

W(t) = KV(t) = KR(1) uos[w st + p(t)]. (41)

The type of nonlinear amplifier we are concerned with can be

thought of as an amplifier with drive-dependent gain followed

by a bandpass filter which only permits transmission of fre-

quencies near the nominal carrier frequency. Let us write the

output of this device as

W(t) = Q(t) coSiwst + r(W)J. (42)
S

We now need to examine the relation of Q(t) and A(t) to R(t)

and cp (t).

Since R(t) and cp(t) are slowly-varying let us look at the

values of Q(t) and 9(t) when R(t) and ep(t) are constant for some

small interval of time. In this situation V(t) is a constant

amplitude sinusoid:

V(t) = R cos[w st + Tp] if R(t) = R and cp(t) = ep. (43)
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Clearly, the output of the nonlinear device must also be a con-

stant amplitude sinusoid,

W(t) = Q cosW st + n]. (44)

Furthermore, since we can write

cos[W t + p = cosrw Ct + qp/( )J, (45)

the phase shift eD is completely equivalent to a shift in time.

Since the behavior of the nonlinearity must not be a function

of the time origin, we then have

W(t) = Q coS[ s ( t + CD/Ws ) + 0o0

= Q cos[Wst + CD + o] (46a)

where P is the equivalent phase shift of the device viewed as

a linear amplifier:

0 = 0 when cp = 0. (46b)0

Since neither q nor Q depends on T, the most . neral form
o

that we can assume for the device is

Q = H(R) (47a)

0 = h (R) (47b)
0

or

W(t) =H(R) cos r. t + cD + h(R)]

,:hen Pit) = fa() = tn (48)

We can now generalize to the actual case. As long as the

variations of R(t) are sufficiently slow compared to the time
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constants of the circuits in the nonlinear device, Eqs.(47)

and (48) generalizes immediately to

Q(t) = HrR(t)], (49a)

0 (t) = hFR(t)], (49b)

and
W(t) = H[R(t)] cos[w t + eP + h R(t)]J. (50)

S

The form of the output give by Eq.(50) is the most general

form of distortion we reasonably need to consider in analyzing

the effect of nonlinearities, and there are, in fact, many types

of amplifiers (beam power devices like travelling-wave tubes,

for example) that require the full generality of this expression.

It is virtuaIly impossible, however, to achieve any useful ana-

lytic results when we include the drive-dependent phase shift

h[R(t)] except with a case-by-case numerical analysis. Let us

therefore consider a more restricted model.

2.2.2.2.2.1 A Restrictive Assumption

Suppose we model the nonlinear amplifier as a memoryless

nonlinearity followed by a band-limitation. Let us consider

first the effects of the memoryless nonlinearity by itself with-

out including the effect of the subsequent band-limitation.

We will write the output of the nonlinearity as

U(t) = f[V(t)]. (51)

Now it is certainly possible to assume that V(t) is bounded in

magnitude by some large number L,

Iv(t)l -< L, (52)
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and on the range jvI < L we can always find a polynomial approxi-

mation to f(v):

k Mf(v) -- mZ fm v , IvI <9 L. (53)
.VJ m=O m

Te approximation can be made arbitrarily good by taking M suf-

ficiently large. Looking ahead to the result of filtering U(t),

we can see that only the odd powers of v can yield in-band com-

ponents. Let us therefore simplify Eq. (53) to readIK
K 2k+l

f(v) E f v (54)
k=O 2k+l

where the symbol " - means that the ev.n powers have been omitted.

With V(t) given by

V(t) = R cos(w st + ep), (55)

the output U(t) is then

K 2k+l 2k+l
U(t) E f 2k+l R cos(w t + P) (56)

k=0

The powers of the cosine in this expression may be evaluated by

the chain of equalities

2k+l 2k+-jx ejx\2k+l(cos x) 2kl=( )2l ~ e +e /

2k+l 2k+l 2k+l\/ jx\m( -jx
2k + l- m

2kl2k+l kle (m12x=( ) M m m m ) ( e
2k+l k 2k+l- j(2m-l-2k)x

M=( \ m )

2k+1+ OLD 2k+l (2k+l )ej (2m-l 2k) x
+ ( )2k+i+l m
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or upon substituting n k +1 -m in the first sum and n m -k

in the second sum

2k+l 2k+l k-I-i-n~
k (2kl

(cos x)2 l  ( ) n , -2k+l ) ej (1-2n)x
n-l '.k+l-n/

k+l1
)2k+l k1 (2k+lhj(2n-l)x

+012k n l \ n+k/

Since the binomial coefficients are identical in the two sums for

the same index n, we can combine the sums as

(cos x) 2k+l - ( )2k+l L 2cos [(2n-l)xn=l +k

or, finally

2k+1 -k k+1 2k+l c
(= 4 l n+I cos [(2n-1)xJ. (57)

nl n+kI

If we substitute this in Eq. (56) we then have

K 2k+1 -k
U(t) = f Rk=0 f2k+1

k+l 2k+l
" 2k-Ini) cos[(2n-l) (wst + cp)]. (58)

In this expression the terms involving

cos [(2n-l)(w st + C)]

are centered in frequency on an odd harmonic of wS. Even though

the spectral width of these terms is proportional to the sum of

the spectral widths of R(t) and cos[p(t)J multiplied by (2k+l),

we can usually assume that none of these spectra fall in the

vicinity of w It is therefore an excellent approximation to

use only the term for n = 1 in each of the inner sums of Eq. (58)

to arrive at
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U (tf 2k+lh 4-k [R (t) 2k+l
U~t = k=0 f2k+l \k+l/

cos[W st + (P(t)]. (59)

It will be noted that we have reinserted the time-dependence of

R and cD which was left implicit in Eqs. (55)-(58).

In the CW-jamming case we are analyzing, it is useful to

temporarily factor the first power of R(t) out of the quantity

in the braces, and to associate it with the phase modulated term

so that we then have

K~~y /2k+1~ -k 2UMt Z f ) 4 -  [R2 (t)]

k=0 2k+l \ k+R

- R(t) cos[) t + (P(t)]. (60)

The term multiplying the quantity in braces is then seen (from

Eq. (32))tobe V(t); we can also substitute the expression for

R 2(t) from Eq.(ii) to obtain U(t) in the form

[K /2k+l k 2 2
U(t) = f2 [a2+ b 2+ 2ab cos(wt)]

-[a cos(wst) + b cos (WSt + wt)]. (61)

In this form we see that U(t) consists o:6 carriers at wS and w S+w

that are amplitude modulated by sinusoidal terms that are harmonics

of w; the largest of these harmonic modulation frequencies is at

* Y1U S~1* h 41_1 L 11.L.'JL W a XA.. n" .L*J L. L... . .LII 4- - -1 9ULa' " w s')-- - - s -- "

given by

highest radian frequency in U(t) = wS+ (K+I)w, (62a)

lowest radian frequency in U(t) S- Kw. (62b)
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The most unfavorable situation therefore occurs when the jam-

ming frequency is near the signal frequency so that

w << transmission bandwidth, (63)

in which case all of the distortion frequencies pass through

the filter and

W (t) s: u (t).(4

We thus can substitute W(t) for U(t) on the left-hand side of

Eq. (29); if we then compare this with Eq. (20) we see immediately

that

K r(2k+l k r2k+l (65a)

H(r) f=0 2k+l .k+1 ) 4  r
ks0

and

h(r) 0. (65b)

This yields the simpler expression

W(t) = H[R(t)] cosrw st + c(t)]. (65c)

This is the model we will adopt in the ensuing analysis.

2.2.2.2.2.2 Shortcomings of Restricted Model

It must be recognized that in using the restricted model

of Eq. (66) we are possibly ignoring the more serious suppression

effects of the nonlinearity. The assumption that the phase shift

is independent of drive level implies that the device exhibits

no AM-to-PM conversion. This is certainly incorrect if the soft-

limiting effects occur in a microwave power amplifier, and it is

a difficult design problem to insure its truth even in low-power-

level devices. Furthermore, the effect of AM/PM conversion can
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be far more significant than the amplitude nonlinearity itself.

From this previous study of the hard limiter, we expect maximum

suppression due to amplitude effects to be of the order of 6 dB.

However, it is possible to conceive of suppression effects much

larger than this associated with the incidental phase modulation

in a multiple-cavity power amplifier. The ensuing analysis of

suppression associated with amplitude nonlinearities must there-

fore be viewed as only a first stage in the analysis of actual

devices.

2.2.2.2.3 Suppression Ratios

The instantaneous RF power out of the nonlinear amplifier

is given by

p(t) = [HrR(t)] 2 .  (67)

We denote by P the maximum available power from the device:

P = peak power. (68)

Correspondingly, H must be constrained by

H(r) < P2, 0 < r : 5 . (69)

It is helpful now to factor W(t) in a slightly different

way. We define

G(r) = H(r) (70)
r

G(r) can be looked on as an amplitude-dependent voltage gain.

We then have

W(t) GrR(t)j R(t) cos, t + (P(t)], (71)
S

or, upon comparing with Eq. (3),

GrR(t) V(t). (72)
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If we refer back to Eq. (40) we see that R2(t) is an even

periodic function with period

t = 2 T/W. (73)
0

Consequently, R(t) also has this property as does GIR(t)]. We

therefore can write

G[R(t)] = g + Z g cos(nwt) (74)

n>O

where t /2
0

go t t GrR(t)] dt. (75a)
0 -t /2

0

and to!2

0

- t2 S G[R(t)] cos(nrit)dt, n > 0. (75b)n75b
0 _to/2

0

These coefficients may be put in a slightly nicer form by changing

the variable of integration to be

x = wt,

so that

go f 5 G[P(x)] dx, (76a)

1 =- r G[P (x)] cos(nx)dx,n > 0, (76b)gn TT T

where, in both expressions p (x) is given by

p(x) = [a 2 + 2ab cos(x) + b2]. (77)
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If we now replace the factors G and V in Eq.(
72) by their

equivalent expressions given in Eqs. (74) and (35) respectively,

we have

w(t) = Fg + E g cos (nut) (78)0 n>O -

[a cos(wst) + b cos(uist + wt)],

or, using the standard trigonometric identity for the product

of two cosines,

W(t) = a g0 cos(wst) + b go cos(w st + wt)

n S
+ 7 b agncoswt+rj t) + agcos(wt-nwt)

n>0 n S n>0 n S

+ n> bgn cOSrwst+ (n+l)wt] + bgCOSWt+(n-l)t).

(79)

Of all the terms involved in this expression, only the first term

and the (n=l)-term in the last zim are at the signal frequency of

toS . We can therefore write

W(t) = (a go + b g i) cos (wst)

+ sinusoids at other frequencies. (80)

If we then denote the output signal power by PS:

PS= power at frequency wS,

we have

P_ (a g_ + b g) 2  (81)

All of the other terms in the expansion in Eq. (48) con-

stitute potentia! interference or noise in subsequent detection
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operations and we can denote their power by

Pa = power at frequencies X ws -

It would be tremendously cumbersome to arrive at the value of

P J by summing the squared coefficients, however. A much more

direct way of arriving at this number is to equate it to the

total power of W(t) minus the power in w This total power

is just the time average of bhe instantaneous power given by

Eq. (67); denoting it by PT' we have

_127 H R() ]]d .(2

T 2T l
-T

We can again use the periodic property of R(t) to write this
as the average over a single period of the difference frequency:

= 1 T2 
(83

PT 2-1 T HI f X] x

PT 2= 1 f [ p (x ) G[P (x)) 2dx. (83)
T 2'r.' -,7

We then express PJ as

PJ = PT - P (84)

We turn now tc the definition of suppression ratios. We

observe first that if the amplifier were linear and operated
under an average power limitation: the output -er " w ,ouldI

be divided between signal and jamming in the same proportions

as existed at the input. We would thus have
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2
P; S a

S S+J 2 b 2

alinear -.-,, ifier,

2 average power
J = b limitation. (85)

J S+J 2a+b

For down-link-limited satellite repeaters where the main

source of interference is the thermal noise power N at the down-

link receiver and not the reradiated interference, the quantity

of interest is the downlink SNR:

K =yP/N, (86a)
S/N S

where

y = effective path power gain (y << 1). (86b)

For the average-limited amplifier this SNR is

2
K' - P (87)

SIN N(a 2+ b 2 )

so that the SNR suppression may be defined by
K 2 b2

K - aS/N 2 b S (88)
S/N K'a 2 S

For certain receiver cir itry calcu.ations (to be discussed

subsequently) we will be more incerned with the ratios of sig-

nal and interference to peak available output. For those

analyses we will use the factors

U p /p (89)

and

*4/P = PJ(P (90)
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These are not measured relative to the values that would exist

in a linear average-power limited device.

2.2.2.2.4 Summary of Relevant Formulas

It may be helpful to collect all of the relevant formulas

in one place here. We have defined a drive-dependent voltage

gain G that must satisfy

pG(p) :- P . (91)

The input envelope p is given in terms of the relative phase of

jamming and signal as

2 2
P(x) = [a + 2ab-os(x) + b2] (92)

The output signal power is given by

P= (a go + b gl) 2  (93)

where

g - T Grp(x)] dx, (94a)

-rJ

1 (94b)
g1 T G[p(x)] cos(x) dx.

The total output power is

dx f p(x) Grp(x)])2d., (95)P~T 2rr _ p x TY X) }

and the interference (or jamming) component of this is given by

PJ = PT- PS" (96)
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The three suppression factors are

a+b (97)
VS/N a2 pa

S/p = pS/p, (98a)

and

j/p = P/P (98b)

In all of the expressions the numbers a and b are the signal

and jamming amplitudes,

a 2 = S, b2 = J. (99)

2.2.2.3 The Saturating Amplifier

A reasonably good model for a "soft" limiter is provided

by the saturating amplifier:

G(r) = C, 0 < r e r
0 (100)

rG(r) = Cr , r z r0

That is, G% , provides constant gain below the threshold r 00

and constant output amplitude above it. In order to satisfy

the peak power constraint, C and r must be related by
0

Cr = P(
0

It is useful to take the input saturation level r as the in-0

dependent variable in this equation and consequently to redefine

G as

I <~P2 /ro' 0 r <r

G(r) 0 r ro (102)
P /r, r rO

46



2.2.2.3.1 Analysis

Since

ia - b i  p(x) a + b,

the analysis falls naturally into three separate cases:

Case I r a + b (103a)
0

Case II : a-bj < ro< a+b (103b)

Case III r < [a-bi (103c)0

2.2.2.3.1.1 Case I

Although this case can be analyzed using trivial arithmetic,

it is useful to use the formulas of Eqs.( 92)-(99) to set the stage

for the more difficult cases. Since

r > a + b z p(x), (104)0

G is given by the single expression

G(r) = p 2/r . (105)0

Substitution of this in Eqs. (94a) and (94b) yields

g = Ph/r , (106a)

9l = 0, (106b)

so that, from Eq. (94a),

p 2p 2 (107)
PS = a 2/r .

The total power: from Eq.(95), is

7T
1 P ra 2+ 2ab cos(x) + b 2 dx

~T2rr J 2-rr r

47



or
2 2

P a b P. (108)
T 2

r
0

The interference component, from Eq.(96), is

P P - PS b2p/r 2 (109)
ST S0

The suppression factors are then

b2 PS 2 2

S/N - 2 P 2 (110)
a r

0

2 2
tS/P = a2/rot (lla)

and

j1 = b2/r (lllb)
J/P 0

Since
2 2r 0>2 (a + b) (112)

Eq. (110) shows that

If S/N a+b 2 < 1 unless a =0 or b =0. (113)
a2ab +b 2

Thus the signal power is suppressed from the level achievable

in an ideal average-power-limited amplifier.

2.2.2.3.1.2 Case II

We now have

Min p(x) = la-blk r < a+b = Max P(x). (114)
x x

Let us first use the identity

cos(x) = 1-2 sin2 (x/2)
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to rewrite Eq. (92) as

p 2(x) = (a+b) - 4ab sin 2(x/2). (115)

We now define the ellipic -parameter m by

m 4ab (116)

(a+b )

in terms of which p can be written as

p(x) = (a+b)[ll - m sin 2 (x/2)]2 . (117)

When IxI is small p exceeds the clipping level r , and, con-0

versely, when Ix! is near 1rp is in the linear region. We de-

fine the breakpoint between these regions by x , which is given
0

implicitly by

r = p(x o ) = (a+b)rl - m sin 2(x/2)] , (lSa)
o 0

or explicitly by

r 2-
x =2 arc sin i ' (118b)

We then have

P2  2 -
Grp(x)] = - rl-m sin (x/2)] 0 0 IxI < x, (119a)

a+b0

o2
,X II (l19b)

G~p(x)] = 0x0 x(1b
r
0

The three constants to be determined are then

g 0 1+-- rl-m sin (x/2)]- dx

Ix l:5 0xo
+ 1 r P (120):' +2TT j rdxx 0 I < X o
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p C S( ) 2 dx
1 l X a+b [1-m sin (x/2)]2dx

0

+ -- - cos(x) dx; (121)
1 r

Tx :5T r 0

P f P dx

1 P.(a+b) 2  2
T 2rr

1 2rarb 2 rl-m sin2 (x/2) ]dx. (122)

x <fxj:T ro0

The third expression is a simple trigonometric integral which

can be evaluated as

PT +o (a+b) 22 = -0 +  2 r(l-m/2)(n-xO ) - (m/2) sin(x )] .  (123)
2 T20 0nr

0

The first two expressions can be partially evaluated to yield

x 0go/ -x i___ P dx
goPT- + 1] 0d (124)

0g/P2  TT (a+b) J 2(14
o 0 [l-m sin (x/2)]

and
x

sin(x 1 o
/2P2  + 1 Cos x dx (125)
1 - rr TT(a+b) J sin 2 (125)o o fl-m in (x/2)]

The integrals in Eqs. (124) and (125) can be evaluated in terms

of incomplete elliptic integrals. However, for purposes of

numerical calculations on a computer it is more efficient to
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evaluate these integrals directly on the computer by any standard

integration algorithm.

2.2.2.3.1.3 Case III

In this case

r < la-bI = Min p(x), (126)

x

so that G is given by Eq. (89a) with

x = T. (127)

If we substitute this value of x in Eqs. (123)-(125) we arrive0

at

PT = P, (128)

Tr

g/p= 1 F dx (129)
S r (a+b) f 2o rl-m sin (x/2)]-

and
Ta cox x dx (130)

1 n (a+b) f2
o [1-m sin (x/2)]

The integrals can now be expressed as complete elliptic integrals

and it is worthwhile to do this because of the availability of

excellent polynomial approximations for use on a computer. In

both of the last two expressions we make the immediate substitu-

tion

x= 20

to obtain

TT/ 2;2p% 2 dQ
&=( ) S (1-m sin 2 9)

0

and
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/2P 2 i/ cos(2 P)dP

g1/ 'rr (a+b) J 2 2
(1-m sin2A)0

The first of these can be expressed immediately as a complete

elliptic integral:

go/P 2 K(m).
0 (a+b)

In the second we make substitution

cos(2 n ) = 1 - 2 sin 2

= (1-2/m) + (2/m - 2 sin2 P)

= (1-2/m) + (2/m)(1-m sin 2)

to obtain

TT/ 2
l2p 2(1-2/m) 2 -

g =/2P -(a+b) J (1-m sin2) d o

0

TT/2

+J (1-m sin28) d.
mni (a+b) s

0

This can be expressed as a combination of the two kinds of com-

plete elliptic integrals:

S/2P [(l-2/m) K(m) + (2/m) E(m)]. (132)
- -(a+b)

2.2.2.4 Threshold Setting in Specific Applications, AGC

Before calculating any suppression curves it is necessary

to establish some probable applications of soft-limiter charac-

teristics.
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2.2.2.4.1 Soft-Limiting Repeaters

An obvious use of a saturating amplifier characteristic is

in satellite or RPV repeater circuitry. The use of a partially-

linear amplifier can lessen the 6 dB signal suppression that

accompanies hard-limiting in the presence of strong jamming. In

order to gain any benefit from linear amplification, however,

the clipping level r must be set in accordance with the inputo

power level; equivalently there must be an automatic gain con-

trol (AGC) prior to the soft limiter.

Theoretically, the AGC voltage may be derived either from

peak power or from the average power or average envelope of the

received waveform. Use of a peak-following gain control makes

the threshold inordinately sensitive to pulsed jamming of low

average power, and should probably never be used. We can there-

fore assume some form of averaging. The optimum averaging

characteristic can generally be assumed to yield a threshold

setting of the general type:

r = [1 T()]d (133)0o J 1
0

where f and f2 are arbitrary nonlinear functions. A reasonable

requirement that scaling R by the factor A should scale r by

the same factor leads to the requirement on f2 and f that

T T

f 2  r fI[AR(r]dT] = A 2l J f 1 CR(T)] dTJ (134)

0 0

for any waveform R(T). In particular this must hold for any

constant R('r):
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R('

so that

f 2 [f 3.(Ax)]3 A f 2 rE 1x)] for all A,x. (135)

If We let
h~)= f (136)
h(-) *f2 L1"')]

Eq. (135) can be r~iwritten as

h(Ax) = Ah(x-) (137)

which requires that-

n (x) = x (138)

or

f 2rf 1(x)] = Px= p f 1-rf Wx)

which, in turn means that

f()=Pf (U). (139)

We can thus write Eq. (134) as

-1-. r T(4a
f .: rAR(T)] cIT f AR (T ff~)dr: (4
~T T

0 0

where

f Ef (140b)
l'

Let us now substitute a two-valued R:

R(-r) {fx, 0 aTT- T (141)
y, aT CT T)

if (a f (Ax) + (J-a) f(Ay A Af ra f(x) + (1-x) f (y)] (142)
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Taking f of both sides of this equation we have

af(Ax) + (1-a) f(Ay)= ffAf- 1af(x) + (-a., f(y)]

or, if we let

fFAf (u)] = h(u), (143)

h~af(x)+ (l-a)f(y)] = af(Ax)+ (1-a) f(Ay). (144)

Differentiating both sides with respect to a gives

f(Ax) - f(Ay)
h'faf(x) + (l-a)f(y)] = - f___f (x) - f (y)

which is independent of a over 0 < a < 1 so that

h'(u) = constant, f(x) < u < f(y).

Since x and y were arbitrary we have

h' (u) = constant, Mirn f(x) u < Max f(x). (145)
x x

We now evaluate h' (u) in terms of f to arrive at

Af' [Af - (u) ] = constant.

f'rf -l(u)]

Taking logarithms of both sides of this equation we have

log A + log f '[AP- (u)]}= log(constant) + log{f'[f-1 (u)

which, when differentiated again with respect to u yields

f" [Af (u)] f" rf-1 (u)]f-I (u) (146)
-l. - -(u)f - (

"LAt (u) j t' u) ' (U) f' f -(u)
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If we write

(P(z) zf" (z) (147)f, (z)

then Eq. (146) can be rewritten as

-i -1
cpFAf (u)] = cp[f (u)],Min(f(x) 5 u < Max f(x), any A.

x x

We see immediately that as long as there is one nonzero valueI- of f (u), then

ocr(z) = constant, (148)

or

- C. (149)

This last differential equation can be solved routinely.

We let

v(z) = f' (:) (150)

to obtain

v (z) z

which can be integrated as

logrv(z)] = c log(z) + C

or
c

v(z) = c2 z

This in turn, upon substitution in Eq. (150) yields

p (z) = c2z

or c2 l+c
f(z) - cz + c (151)
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We thus have arrived at the most general form of Eq.(133),

in which we now can write

Vf (r) = r + y, (152a)
1

f (u) f 1
1 (u) = (u2zX llv (152b)

If we substitute these in Eq. (133), we have

rlrT /V
r = - ;{l[ + 1 y + R V(T)]dt (153)

0 i(0

or
orT T

O _ J
0

The choice of an optimum value of v must be based on a

game-theoretic optimization to find the minimax solution for

intermittent jamming of variable duty cycle and fixed peak power.

It is necessary to defer this optimization for the present time

and arbitrarily select the value v = 2 so that the threshold

is set in terms of the rms input envelope.

2.2.2.4.2 Receiver Circuitry

A second application of soft limiting is in the processing

circuitry in an AJ receiver for certain types of transmission.

A possible modulation/detection configuration for FM transmis-

sions is shown in Fig. 5. The function of the limiter in the

receiver is to prevent the decoder correlations in the receiver

from being swamped by an occasional hit by a jammer with large

power.

In this configuration it is usually desirable to limit the

inputs to the filter bank at a value slightly above the expected
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signal amplitude in order to achieve the maximum clipping of

strong jammers with the minimum suppression of signal in the

absence of jamming. On a line-of-sight transmission path it

is usually possible to derive accurate estimate of the received

power at the input to a soft limiter by adaptive measurements

based on the outputs of the correlation decoder. Thus the clip-

ping level r can br assumed to be set with reference to the0

signal amplitude a.

It should be noted that in this application we need to know

both the signal and interference power at the limiter output re-

lative to peak value. This is particularly true since an opti-

mized jammer will attempt to spread his energy among a number

of spectral regions that will yield on the order of magnitude

of 0 dB J/S ratio at the limiter input when a hit occurs. Con-

sequently we need to know not only the suppression of desired

signal but also that of the total non-signal output. These are

given in the iready-defined notation as

S P P/P, (154a)

JP=(PT PS ) / P "  1154b)

2.2.2.5 Outline of Numerical Calcul0. ions

2.2.2.5.1 Cases and Parameters

The two cases we will analyze numerically are

a) the soft-limiting repeater

b) the receiver pre-clipper

In the oft-1imitinm repenotr, i . ll 1 1, ,,1, a t

clipping level is set with reference to the average input power
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according Lo the relation

2 2 2
r B a + '*)(155)

0Ba+b)

The quantity of interest in this case is the additional

suppresjion of signal below the value which would occur in an

average -power-limited amplifier; this was given in Eq.( 9l) as

a +b _ 16
S/N a (156

In the case of the receiver pre-clipper we assume the clip-

ping level to be set with reference to the average input signal

power according to the relation

2 ,2
Ca (157)

The quantiti'?s of interest are the normalized jamming and signal

suppressd ons

andS./ = P /P, (iSSa)

1;J/P=(P.- T' )/P. (15 8b)

In, Table .2 we summarize the system, parameters to be used

in the ca!lculat1-ions.

2,2.2.5.2 Lanie 2fParamreters

The interesting effects that arise with soft limiters Zall

result from the fluctuations of t1-he envelope of signal andi jarn-

ming. 'Ahen either of these i~s 30 dB grealter than the-) other

the amptitu;Je ripple of tile resultant is only + 3.2%,/ correspondini

to roughly a :t l,'- dB3 varation of tile instantanem.us received power-.

Since it is unlikely that any important effects occur with ripple
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TABLE 12. SYSTEM PARAMETERS

SOFT-LIMITING RECEIVER

REPEATER PRE-CLIPPER

janming-to-signal ratio jamming-to-signal ratio

fz~ 2 22
J/S = b2/a 

J/S = b'/a 2

H relative clipping level relative clipping level

B=r/(a2+ b 2) C = r2/a 2

0 0

Absolute signal loss Signal suppression

P=/P P= P/P

E relative signal suppres- jamming suppression
sion

2 b2 pS
_a +b 5"/ PT S

S/N 2 P J/P T S
a
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smaller than this it will suffice if we restrict calculations

involving the jamming-to-signal ratio to the range

0.032 < b/a < 32. (159)

We next observe that since the clipping level is normalized to

either a or 1a2+ b2 , we can, in fact, set a equal to unity in

all of the expressions:

a = 1, (160)

so that b2 becomes the input J/S ratio

2J/S = b2 . (161)

Similarly, since the output is normalized to P, we may take

P= 1 (162)

in all of the expressions.

We next need to establish a useful range of clipping levels

for the calculations. In the case of the soft-limiting repeater,

a value of r equal to twice the rms envelope will lead to a 6 dB0

signal. suppression in the absence of jamming; clearly, values

of r larger than this need not be considered. There is no com-

parable natural choice for a lower end of the range of r values.0

We will therefore arbitrarily select -10 dB as the lower limit
for the ratio of r to the rms envelope.

0

In the case of the FH receiver preclipper, the primary

function of the preclipper is to prevent an occasional hit by

a randomly hopped jammer from contributing more to the correla-

tion outputs than the desired signal. Consequently r will never0

be set higher than the rms signal envelope and we can therefore

restrict the upper end of the range of clipping levels to 0 dB.

Again, there is no obvious choice for the lower end of the range
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r

and we once more arbitrarily select -10 dB for the value to be

used in calculations.

To summarize, the range of the clipping parameters B or C

will be restricted to

-10 dB B 6 dB, (.63a)

soft limiting repeater,

-10 dB C r 0 dB (163b)

receiver preclipper.

2.2.2.5.3 Summary of Formulas

It is helpful to write the jarming-to-s-gnal ratio as

2 = (164)

or, since we are taking

a = 1

in all of the expressions, we must have

b = P.

The range of values of 0 is -30 dB : 9 30 dB. The remaining

parameter of the problem is then

r - clipping level (165)
o rms signal envelope

which is determined by either the parameter C or the parameter

B through the relations

B = ( clipping level o2 r 2
\rnis input envelope/ 2

~2

= m clipping level ) r 2 (166b)\rms signal envelope/ o
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These have ranges

-10 dB B 6 dB,

-10 dB s C 0 dB.

We define

R = 1Casel,(167a)
max

Rmi (167b)

and define three cases by

r 0 R ma, Case 1, (168a)

oi max

r Rmi, Case 3. (168c)

The suppression factors are

SIN = (i + P2 ) P S (169a)

J/P = PT - PS (169b)

lS/P = PS" (169c)

These in turn are given by

Case 1

2
PS = 1/r 2 (170a)

PT = (i + 2 ) PS; (170b)

Case 2
2

- T (1 + B ) (rr - T) - 28cin(

T T 2 (171a)
nr

0
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I,

j2

[rr-T- sinT + 1 1+P cose 12PS = L Tnr --T Jr i +. ...+ 2dPJ (171b)
0 0o + + 2 cose

where, in both expressions

2 2r 0

T= arc cos 2 ; (171c)

Case 3

P= (172a)

2
PS = Fo + PF1) (172b)

with

F = 2 K(m), (172c)
o

F1 - 2 [(l-2/m) K(m) + (2/m) E(m)] (172d)

with K and E the complete elliptic integrals and

M 4P 2 (172e)(l~2

The formulas used for numerical calculation of the elliptic

integrals are those given in Eqs. (17.2.18), (17.3.33), and

(17.3.35) of Abramowitz and Stegun [11.

2.2.2.6 Special Cases and Asymptotic Valuies

It is useful to supplement the range of the calculated data

by asymptotic expressions valid for large and small J/S ratio,

and also to include closed-form calculations for J = S.
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2.2.2.6.1 Equal Jamming and Signal Power

For the case of equal jamming ad signal powers, we have

a = b = 1 (173)

so that Eq. (92) becomes

p(x)[2 + 2 cos x] = 2 I cos x/21. (174)

If we define

g =a go + b g go + hgl (17 5a)

then
PS =g 2  (175b)

and g is given by

1 /
g - 2 (1 + cos x) G[p(x)], (176)

-rr

while PT is, as before

P = f (p(x) G[p(x)]] dx. (177)

Note that we can drop the magnitude signs in Eq. (174) for the

range of values of x in the integral. We now substitute

i/ro' 0 < r <  ro

G(r) ={o r (178)
Ll/r, r r r O

to obtain

Grp(x)] 2cos(x2) 0 < IxI 2 arc cos(r /2) (179a)

G[p(x)] = /ro, 2 arc cos(ro/2) < xi <rr, (179b)
6 0
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where we interpret the arc cosine as

arc cos(r /2) = 0, if r a 20 0
for argur "ts outside the usual range of definiticn.

We can now substitute this value for G in Eqs. (176) and
(177). Both integrals are symmetric about x = 0 so that we need
only include half of the range; furthermore, the expressions
simplify by changing the variable of integration to

y = x/2.

We then obtain

T/2

P = 2 f (p(2y) Grp(2y) ) 2 dy (180a)
0

TT/2
g 4 A f cos2 y G[p(2y)] dy, (180b)

TV-
0

or, with

Yo = arc cos (r /2) 
(181)

0

P Y dy + Z 2 dy, r 2 (182a)
T oy cos (yo) 

a
Yoo

and

YO /2 2
g f cos(y)dy + f cos dy, r < 2 (182b)or 0 cos (yo 0 0

0 
0

67



These can be evaluated immediately as

(/2- ) - sin(2yPT 2 0 o
= -- + 2 ,] r < 2 (183a)T 7_Cos (yo)

0

2 (r/2 - y ) - sin(2y

g = [sin(yo) + LL(o ,r 2.
TTL cos(y 0 Jo0

(183b)

For r > 2, the input waveform is always in the linear region so
0

that
2

$IN/ 2/r = l/B, B > 2 (184)

and

= = i/r 2 = l/C, C > 4 (185)
S/P J/P

Tables 13 and 14 give the suppression factors for this special

case of S = J.

TABLE 13. SUPPRESSION FACTOR FOR S/J = 0 DB
SOFT-LIMITING REPPATER

Clip Level SIN
dB dB

-10 -0.99
- 9 -1.00
-8 -1.03

-7 -106
-6 -1.10
- r-1.15

- 4 -. 2)1

-3 -1.30
-2 -1.41
-1 -1.55
0 -1.74
1 -2.00
2 -2.38

3 -3.00
4 -4.00
5 -5.00
6 -6.00
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TABLE 14. SUPPRESSION FACTOR FOR S/J = 0 DB

RECEIVER PRECLIPPER

Clip Level S/P *J/P
dB dB dB

-10 -3.96 -2.75
- 9 -3.97 -2.81
- 8 -3.98 -2.88
- 7 -4.00 -2.96
- 6 -4.01 -3.04
- 5 -4.04 -3.14
- 4 -4.07 -3.25
- 3 -4.11 -3.38
- 2 -.4.16 -3.52
- 1 --4.22 -3.68
0 -4.31 -3.86

2.2.2.6.2 Asymptotic Values for Small J/S

For small values of J/S we can rewrite Eq. (62), for a 1,
as

p(x) z: 1 + b cos x + h b 2- b 2  2 3px lbcs+b cos x + O~b3).' (186)

If the clipping ratio B or C is larger than unity we then have

the linear amplification case, and if B or C is smaller than

unity we have the hard limiting case. In the former situation,

the signal output is

f AS b -1/S 2 B /if B > 1 or C>l.
Pj b/r2 = J/BS or J/CS)

(187)

If the reverse inequality holds, we have

Gfp(x)] 1 i/p(x), r < 1, (188)
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so that

P= (189)

and

9 + 1 bg I + kcos (x) dx. (190)

-T, l+bcos(x) + b 2 sin2 x + 0(b)

The small-b approximation permits tc.is integral to be written as

1 (>l+co)bcosx -cosx + bcos x- b3sin x+O(b )dx
0 1 bg TT b

0

which can be evaluated immediately as

go + bg 1 - b2 , (191)

so that

P 1 - b 2 -1 - J/S, B 1 1 or C < '192a)
S y

P JJS (192b)

(It should be po.inted out that only half of the power represented

by Pj appears at the original jamming frequency.)

The remaining possibility to be considered is that B or C is

unity. In these two cases we have

r b if (193)

The first of these expressions can be approximated as

r + b + Olb ) if B = 1. (194)

From Eq. (186) we see that for either of the cases, clipping oc-

curs for almost exactly hblf of each jamming cycle. It i.ntroduces

no significant error to take this to be trup with equality an.d

70



therefore obtain

T/2 '2

1r 1 r d ( + 3b cos x (195)
T rr( T+15+d 2o n/2 1+b

-r/2

1 - 1 + b cos x
g J I+bcos x+ b 2 sin2 0(b 3

rr
1 (1 + b cos x) dx. (196)+- I(16TT, b2T/2 1 +

Tr/2 l

These integrals can be evaluated (using the usual small b approxi-

mations where necessary *co obtain

P 1 - (2/,) b + O(b ) (197)

2
g +2 b bg 1 - (1/r') b - 38b, (198)

2 2

p 1- 2/r?) b + (3/ ._* 3/4) V-, (199)

p (3/4 . b/iL)b2
L (200)

We zhus arrive at the final formulas for sx.pression ratios

in the small J/S e

S,/B or I/" B 1 or C > LI
201 )

. J/, B 1< or C
9 !j/ (3/4 2 )-/S , B :i c"C= as -,.

or J/CS , B > 1, C > 1.

(27C.2
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2.2.2.6.3 Asymptotic Values for Large J/S

For large J/S, Eq. (92) becomes, for a = 1,

- 2  2 -3
p(x) = + b cos x + b sin x + O(b ) (203)

-J

For any fixed value of C, the receiver preclipper is always

ultimately in the hard-limiting situation as b - =. We therefore

have

P = 1, sufficiently large b, any C, (204)

T

and
rr

g r 1 + b cos x dx
o 1 g J -- 2 2

o b[l + b cos x + b sin x)
(205)

This latter integral simplifies to

90+ l g 'Cos x +b1 - - os Y-I- 2b sin x +b 2 cos 2x x

which can be evaluated as

g + gl b - + ( "3) (206)

which yields

P-~ b 2 S/J, as J - , any C (207)

and

P- I. as J/S- , any C. (208)

In this case o "f the soft-limiting repeater, the exact same result

holds for all B -" 1. We thus have
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T

P ~ 4 S/J as J/S - , if B < 1. (209)

SP S - 1

T.f

B > 1

then for sufficiently large values of B the soft-limiting repeater

looks like a linear amplifier with power gain

1

B (J+S)

so that

P = 1/B

P S B(S+J) for sufficiently large J/S, B > 1.

=1/B (2.0)
SIN

Again, we encounter a special case when

B 1 .

This leads to the threshold

r = (1+ b2) b + b - +O(b), B . (2)

Since, from Eq. (173),

P(xl = b + cos -+ "ir. x O(b ), x.000

it is again art Gxcel lent approxi-ma. ion to as'me that lim.niting

occurs for exactly half c : each japamling cycle. We tIen have
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=1- 2 dx + +2b- cos x+b] dx,

o rr/2 i+ 2
"/2 .+/2

I l+ b cos x l+ b cos x9 'gl Z- J J -.+ dx.

O b + cOSX + b 0 bL b

Using approximations for large b where necessary, these can be

evaluated as

P = 2./(T-b) + 0(b 3 ), (2.3)T

+3 _ .1 + O(b- 3 ), (214)0o"  ° 4b 6rb 2

from which we find

(91)- +0(--3)>

SI
J/S - . B 1 . (215)

It is helpful to summarize here the asymptotic formulas

for large J/S:

YS/ ,P
j/ asJi. o, for any C. (215)

1i/4B 3< I
9/16, B _ /s -' (217)

I/B ,B > I
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2.3 2plrandDifferetialDopLS inuation

2.3.1 Introduction

In this section we discuss 'the processing of- Doppler

and differential Dopplar bv- the K-hband modem, anld its ef-

fects on the CSEL simulation. Phle reference which is used) to

describe th6 joppler processing i ; TRW'sv Second Interim Technical

Report L 2.

The basic problem is as fc>llows. The Y band uo3.i-nl
a

from-r the ABNCP *'.'o the satellite utilizes widebarnd frequency

hcppirg, at a center frequt;ncy of 38.0924 (3Hz for LES-9, and

3E.7876 (3Hz for 1,ES-8. Asstiming a nomninal 38 GHz f~reqiericy

for nunterical purposes, the Doppl.er shift on the nominal up'link

sig~nal~ is

v 9,fd30 x 10(2)

where v is the radial velocitv between the ABNCP and the satellite.

If wve dernoto' the frequency-hop bandwidth by.r 11 z, then the maximumi

and mtinimum Doppler ahifts on the transmitted signal are

X(3R X 10 9+ B) IiQ
max

Ed = (38 x 10 9 1 (Q20)

in n
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and the differential Doppler shift between the top and bottom

of the transmitted spectrum is

f B, (221)
diff -B

independent of the carrier frequency. Assuming v to be equal to

1000 fps, v/c 10 -6, and

f = 38 kHz. (222)

As the maximum frequency error allowed in the signal received by

the satellite is 20 Hz, the transmitted symbols have to be frequency

correc ted to remove the effects of differential Doppler. In the

modem, freqaency ccntrol is effected by adding or subtracting cor-

rections o the frequency command words supplied to the frequency

synthesizer. The frequency corrections include frequency hopping

differential Doppler compensation .... are performed in software

by the 1602 Rugged Nova" [Ref. 2, p. 2-7]°

We thus have the situation wherein thie transmitted igxal is

pre-corrected for Doppler, so that there is effectively no Doppler

on the signal received by the satellite. H1wever, in the sirrula-

tion, since there 4s no path ienqtb change there is ne Doppler

shift, and pre.-,:orrection wi~l actually cause a gignificant fre-

quency error in the im-ulated signal receilved by the satellite.

We must therefore determine a mean.ngfal frequency shift to be

put on the modem which will simulate the combined effects of the

pre-ccrrectirn for Doppler and the Doppler Whfft in a real trans-

miss ior.
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2.3.2 Doppler Processing in the Modem

The Doppler measurement is performed on a down-link signal

which has been mixed to a 20 MHz intermediate frequency. A des-

cription of the processing, as taken from [Ref. 2, p. 3-107)

is as follows.

"A detailed block diagram of the Doppler frequency

counter is illustrated in Fig. 1. [Note: Our Fig. 6). The

bit synchronizer (2-bit flip-flop counter) synchronizes the

200 ms gate (up clock) with the 20 MHz reference signal from

the K-band terminal.

When the bit synchronizer is activated, the 22-bit

binary counter is reset and enabled to count. A count of

3,970,000 is decoded, disables the 22-bit binary, and en-

ables the modulo 30,000 up/down counter. The following

activation of the bit synchronizer causes the count in the

up/down counter to be parallel transferred to the holding

register for output to the CPU on each 5 ms tick of the up-

link clock. The output count of the up/down counter repre-

sents the Doppler frequency shift. The LSB of this counter

represents 5 Hz and the MSB represents 40,960 Hz (5 x 2 14bits).

The 16th bit of the count is a sign bit. The Doppler fre-

quency count is accurate to +5 Hz."

The mathematical representation of this processing is straight-

f.ard. Let the 20 Hz reference actually be at 20 x 10u+ Hz,

where fd is the Doppler shift. It will take T seconds to reach a

count of 3,970,000, given by

6 6i20 x 10 + f d)T = 3.97 x 10 (223)
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Figure 6. Doppler Frequency Measurement.
[FroinRef. 21
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Therefore, in the remaining 0.2 - T seconds, a count of

(0.2 - T)(20 x 10 + fd) = 30 + 103 + 0.2 f (224)

d d

will accumulate, which, when taken Mod 30,000, is equal to 0.2 fd"

Thus the resolution of this technique is 5 Hz.

Once the Doppler shift is measured, the software computes

an estimate to v/c, denoted by 8, using the basic relation:

- /fd received , (225)

where f is the receiver tuning frequency from which the
received

20 MHz IF signal was converted, and fd is the estimated value of

f resulting from the instrumentation of Fig. 1. Then, if f is
d u
the minimum uplink frequency, and fh is the hopping frequency,

relative to the minimum uplink frequency, the software computes

0 (f f (226)

the total Doppler frequency shift of th transmitted sigial.

The frequency synthesizer used by the modem to provide the

hopped carxier is a GR 1061. The output of the synthesizer is

multip!.ed by 16 in the modulator, so that the nominal carrier

frequency becomes 700 MHz; the synthesizer output ranges from

40 MHz to 50 Miz in order to accommodate the hopping. The soft-

ware commands the synthesizer to the frequency

40.55 x 10 + R(Ffh- Btt + fh) 3/lc, 227)

wher& Rt I Indicates the rcurding off of the frequency command

vo the nearest 0.1 Hz: based on the value of the 0.01 Hz digit.

Tho synthesizor is actually ccmmwanded from the computer by a
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32 bit BCD word in 0.1 Hz increments, resulting in a 1.6 Hz re-

solution in the transmitted frequency.

After multiplying by 16 and translating to K band, the fre-
a

quency of the transmitted signal is

f + 16 - R '[f - O ( f u + fh ) / 1 6 )' (228)

and the frequency received by the satellite is

(1 + fu+ 16 ,R[Ifh 8(f u + fh)]/1631 (229)

If roundoff could be neglected, Eq. (12) would be

(1 + B)f u + fh fu + fh)] (f + fh) (1 + - -

( (u + f + - )- (230)

Equation (230) shows that in the absence of roundoff, and if

0 - j, the differential Doppler compensation is as desired. We

next consider the simulation of Doppler compensation.

2.3.3 Doppler Compensation Simulation

Equation (228) shows that Doppler compensation is dependent on

two factors, namely the ratio of estimated range rate to the speed

of light, 8, and the effects of roundoff. A valid simulation of

Doppler compensation would put, on each transmitted symbol, a

Doppler compensation error given by

Dopper Compensation Error = f + fh - Eq. (229). (231)
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Thi - is implemented by the following 3-step process.

Step 1. Estimation of 8

]. Select freceived' the RF frequency used for Doppler
estimation.

2. Select 8, the normalized range rate.

3. Form 20 MHz + 8 freceived" This can be implemented by
controlling a frequency synthesizer either manually or
through CSEL.

4. Implement, either in hardware or accurate software, the
Doppler measurement loop of Fig. 6. Estimate fd"

5. Compute = fd/freceived.

Step 2. Estimation of Doppler Compensation Error

1. Using 8 from Step 1, program CSEL to evaluate Eq. (229)
for each transmitted symbol. The roundoff should be
included.

2. Compute the Doppler compensation error for each trans-
mitted symbol given by Eq.(231).

Step 3. Inclusion of Doppler Compensation Error

1. Add to the frequency of each transmitted symbol the
frequency error of Step 2.



2.4 Repeater Jamming

Jammer strategies for the TRW Spread Spectrum Modem-Processor

(SSMP) have been describe and evaluated in other studies. Here

we consider a jammer technique known as repeater jamming. We

describe what is meant by repeater jamming and how the jamming

signal may be generated. We determine the appropriate signal

decision statistic taking into account the effects of matched

filtering, limiting, random frequency and random phase. We

evaluate the probability of decision error for the particular

jamming signal. An analysis is also included which describes

the effect of partial chip jamming when the jaruning time is com-

pletely known and when it is unknown. Several strategies are

discussed for the case of unknown jamming time. The analyses

demonstrate that repeater jamming is in general more efficient

than random noise.

2.4.1 Introduction

This section considers the effects of repeater jamming.

It is well known that the most successful Jamming occurs when

the jamming signal is of the same format as the desired data

signal. We therefore consider the case where the repeater

jammer consists of a set of equal strength tones with spacing,

f , equal to the data frequency spacing and with some total

width large enough to cover all possible Doppler shifts.

It is recognized that such a jamming signal has a non-constant

amplitude which may be undesirable from the point of view of jam-

mer final power amplifier; but more important, from the point of
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view of performance analysis, limiter signal suppression will not

be optimum. It will be shown that zhe desired signal can be pro-

duced by using a periodic linear FM signal which has a constant

a-mr itude.

The repeater jammer operates in the following fashion. The

desired signal comes on the air on some frequency-hopped center

frequ.ncy. The signal appears in one of M frequency cells within

this frequency-hopped band. The band is actually q + M fre-

quency cells wide where q is a non-negative integer. The re-

peater jammer estimates the frequency-hopped band an3 begins

transmission of jamming tones. If signal transmission began at

time t = 0 then the jammer power appears in the receiver at

time t = t.. This time delay is due to the frequency estimation)
procedure as well as to the path delay between the desired signal

transmitter and jammer and between the jammer and receiver.

The jammer bandwidth must cover the full range of Doppler

shift in order to guarantee jammer/signal coincidence with

probability one. If the maximum Doppler shift is B/2 Hz then

the jammer bandwidth is B Hz. The desired signal has duration

T seconds and the tone spacing is then taken os 2 z ;/T Hz. TheO0

jammer tone spacing is also f Hz.0

If the jammer has bandwidth less than B Hz then the probability

of landing in the limiter bandwidth is less than one. For

example, if the jammer bandwidth is Wj = B/4 and if the jamner

continually steps his signal over the total bandwidth B, then on

the average the jammer appears in the limiter with a 0.25 proba-

bility. The jammer is less effective, but may choose to

1) Concentrate more power in the smaller bandwidth

2) Transmit less power overall.
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An optimum jammer bandwidth and power versus decision error pro-

bability exists. In this section, we address the full bandwidth

jammer problem.

Two random c.-currences must be considered in the analysis.

First, due to the unknown Doppler shift the jammer will appear on

a random frequency within each frequency cell. Second, there will be

a random phase associated with the jammer with respect to the de-

sired signal. In the absence of additive noise, an error will

never occur when the jammer tone amplitude is less than half of

the signal amplitude.

A decision as to which one of the M tones was transmitted

must be made. The composite signal is limited, and the limiter

output is matched filtered. The matched filter outputs from

N consecutive chips are added together to form the *ecision statis-

tic. The analysis below must tlerefore also consider any suppres-

sion effects due to limiting. The frequency cell having the largest

summed output is chosen as the transmitted frequency.

2.4.2 Effects of Random Frequency

Figure 7 displays a typical frequency cell of width f and
0

center frequezicy f Hz.
c

ff-fo/ c f +fc o/2 c o/2

Figure 7. Typical Frequency Cell
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A jammer may arrive within the cell at an random frequency f + 6
c

where 165 f /2. We determine the degradation due to the Doppler
0

shift ambiguity 6.

We assume that the jammer signal has the form

vj = J ej2 (fc+6 t tj- t s T. (232)

Then the matched filter output, m j is equal to

1 T -j2"fc t
mj = f y ve d t
J TJ J

t
J

(T-t ) j-nb(T+t j
J T e sinc rT6(T-t , (233)

where sinc x is defined as

sin x
sinc x (234)x

and

T = i/f O . (235)

Let us assume that t,= 0. The most degradation occurs when

=+ f /2. Then ImjI = 2J/r and there is a 4 dB loss over the case

when 6 = 0 (i.e., no frequency ambiguity).

We therefore can do the jammer analysis by at first ignoring

the random frequency occurrence and then modifying the jammer

power by the appropriate degradation factor.
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2.4.3 Generation of Jammer Signl

We assume at the outset that the jammner knows his delay timy,

t exactly. In Section 2.4.5 we assume that t is completely un-

known. We are interested in generating a jarmer signal which has

a uniform power spectrum made up of equispaced lines with the

total bandwidth B and a constant envelope. Since B is large in

our case, we can accomplish this by using periodic linear F4.

We have several choices of signal generation In all but

Case 3 the jammer will be on the air (T-t ) seconds. The linear

FM signal may repeat every

1) T/R seconds,where T is the chip duration and R is the

number of repeats per chip interval. This guarantees

a sweep over B Hz for all repeats, except in general
the last repeat, when the instantaneous frequency i'

B Hz.

2) T seconds and have an instantaneous frequency of
B(t-t )/(T-t ) Hz. Then B Hz will be swept once every
T Hz.

3) T seconds and have an instantaneous frequency of B Hz.
During the hopped frequency estimation interval 0 < t
< tji the FM signal would begin to sweep according to
the previously estimated frequency;then at time t3 it

Figure 8 displays the frequency sweep for Cases 1 through 3.
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fT T 2T t

a) Case 1 R=4

tj T t

b) Case 2

C T2T tj.t2 T t

c) Case 3

Figure 8 Several Methods of Jammer Generation
(f c= dehopped frequency)
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Since the jammer signal is periodic, the signal spectrum will

be a line sp ectrum which is most desirable for jamming an FSK

signal. T.n case 1 lines will be spaced every R/T = Rf Hz. There-0
fore, only 1 out of every R possible frequency bins can be jammed.

This is not an effective jamming procedure. Both cases 2 and.

3 have spectra with lines spaced every f Hz, which is what we
0

desire. In case 3, there is no clear advantage of keeping the
jammer on during the t second interval since it is most ikely

that the new hopped frequency is far removed from the previous frequency.

There is a B/F chance of jamming where B is the jammer bandwidth and F

is the total hopped bandwidth.

The jamming signaL will therefore be

2

v, = J' exprj2TT{(f + 6)(t- t-)+B(t-) 2 /2(T-ti)};tT < t<T.

(236)

The jammer matched filter output is found to be equal to

.42 e2
m, =T{ e F T+ 2l? -FI8 (237)
J' T 2KK K

where

K = 1B/(T - tj) (238)

an& (-1. is the complex Fresnel integral,

2, t 2x j
F(x)j' e dt. (239)

0

For the cases of interest to us we can use the approximate relation-

ship F(x + y) - F(y) - F(x) (240)

since y = 8/2r7K is extremely small.
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Therefore,

'mT,  r /.- ' -T} (241)
T 2K IN TT

vhich is indepentdent of the frequency ambiguity,6.

We wish to choose the jammer amplitude, J', such that the

energy density of the linear FM is equal to that of the pure tone

jammer. We find that this is the case when
2

(ITJ 2 J 2 T(242)
2B

or

J' = J2BT J. (243)

Then the matched filter output is equal to

= ~ T 1F (~tJ' TjI (244)

Comparing this to the pure tone case with t,= 0 we findJJ

ImJ - - (245)

Thus, whereas the pure tone case could have a 4 dB degradation

due to frequency ambiguity, th linear FM has no frequency ambi-

guity degradation but does have a 3 dB degradation built in (for

the same jammer energy density). We shall therefore do our anal-

ysis for the pure tone case and no frequency ambiguity and then

degrade the results by 3 dB. This will give the true linear FM

or pure tone jamming performance.

2.4.4 Jamming Probability

We have assumed a frequency hopped MFSK modulation with N

chips of length T = 1/f seconds to comprise a data transmission,
0
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After dehopping, the desired signal will appear in one frequency

cell. Jammer noise will appear in all frequency cells within the

limiter bandwidth. The receiver processes the data by limiting

the composite signal, matched filtering the M frequency cells,

and then summing the energy in each cell over N chips. The largest

total energy corresponds to the frequency decision.

There will be (M-l) cells with only jammer power. The limiter

matched filter output will be designated by mj. One cell will have

both desired and jammer power and its output will be designated by

m. where the subscript i refers to the i'th chip. Then the prob-

ability of deciding the wrong frequency is given by

Pe = Pr{ Z Imi 2 5 NImjI 2 (246)
i=l

We now include the random phase,q),with respect to the desired

signal. The jammer signal is given by

(t-t )2

v (t) = J' expl j2rvff (t-t J ) +- - +B 2(T-tj); tj < t ! T
J L cJ 27T 2(T-t )J J j

(247)
and the desired signal is given by

v (t) =- S exp[j2Tf t] ; 0 -5. t < T. (248)s c

The limiter inpat contains v(t) = v J(t) + vs (t). The output of the

limiter will contain the strongest signal plus a suppressed ver-

sion of the weaVer signal. We therefore write the limiter out-

put as

W Z(t) = vJ (t) + P vs (t) (249)

where $ is the suppression (or enhancement factor when Ivj > Ivj1)

and the normalizing constant iVItvjI2 + Ivs12 has been omitted for

simplicity. The value of 0 can be found in Fig. 9, which, for con-

venience of the reader, is Fig. I, repeated.
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Seven matched filter outputs contain only the effects of

v (t) and give

ImI = / IF 'T}I (FM) (250)

(T-t)

imj i J  sinc T6 (T-tj)I (pure tone) (251)

The eighth matched filter output can be written as

i = m + P S e j i. (252)

Squaring we have

ImI  Ij2 + Rm i}+2S

= Tm12 + 2PSRefm -e + p2 2 (253)

For the pure tone case where m is real

i = im + 2ISs.1 Im.1cos i+ 2 (254)

For the linear FM case we have

_2 2-j4TT5/T-tj {-3) j K
M =J + SWx)} (255)

where

T 'V- (256)

and C(x) and S(x) are the real and imaginary parts of the Fresnel

integral F(x). Most of the time x is very 1arge so that.
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•/4rr2 
6 2

m , -T e- K (257)

and

1mi12 Imj 12 + 2PS~mI Cos Oi + P2s2 (258)

where

2 24r262
cpi "Vi + K -/4. (259)

The condition for an error to occur is therefore

N
cos P. < N = Y. -n e CP t5 TT (260)

i3l 2 Im.I

If the signal to jammer amplitude ratio is p = S/J then

y =-Cp (261)

where
(T-tj) i
T-t T sinc m6(T-tj) (pure tone)2T =  1262)

(T-j } FM

2.4.4.1 Probability Density Function

The probability density function of Z = r cos cp must be

determined to evaluate the jammer performance. This is difficult

when N as larger than 2. We demonstrate how the pdf is found when

N = 2. We then state numerical results which we obtained for

N = 3,4.

Let x = <.os cf with p(p) = i/2r,-"r < T < T. Then since

p(x) = 2 i(od),x, (263)

dx'
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it is easily found that

1
2 (264)

TI0l-x

If we now desire the pdf of y where

y = x + X, (265)

we ^iave

() 1 !1 1x( 2 dx. (266)

This is most easily evaluated using transform techniques. If

P(w)is the Fourier transform of p(x), then

cp2 e j)jy
P(Y) P (w) e dl,. (267)

It is easy to show that

P('U) = J 0(f,) (268)

where J ( ) is the -ero'th order Bessel function of the first kind.o

Then [Ref. 3, Eq. 8.13.83

=- K 2 /4-y \Yj < 2 (26')

where K(x) is the elliptic integral, equal to

Tfj312 2 (1352 3 -x <"
KkX) + it i( l. -1-3.52 <-x -- •~ F */1 ,x (i. X3".2  -- " -

2 \2 -4-6/

(270)
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The desired pdf for

N N/2
z = E x. = Yi (271)

1 i=l

is

p(z) - J (w) eJWZ dw. (272)

This is easy to evaluate numerically using FFT techniques and

impossible to evaluate analytically for N > 2. The numerical re-

sults for N = 3,4 are shown in Figs. 10 and 11 where the pdf and

cdf are displayed. Table 15 lists the data for these figures.

TABLE 15. MULTIPLE CHIP PHASE PROBABILITIES

System 3 Chip 4 Chip

-Y PDF CDF PDF CDF

0 ,2853 0.5000 .2873 0.5000

1/8 .2854 0.4632 .2779 0.4646

1/4 .2856 0.4275 .2686 0.4295

3/8 .2859 0.3918 .2593 0.3965

1/2 .2863 0.3560 .2501 0.3646

5/8 .2869 0.3202 .2408 0.3340

3/4 .2876 0.2843 .2316 0.3045

7/8 .2884 0.2483 .2222 0.2761

1 .2864 0,2122 .2127 0.2490

1 1/8 .2153 0.1824 .2030 0.2230

1 1/4 .1863 0.1575 .1930 0.1983

1 3/8 .1649 0.1356 .1826 0.1748

1 1/2 .1476 0.1162 j 1718 0.1527

1 5/8 .1327 0.0987 .1602 0.1319
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TABLE 15 (cont'd)

System 3 Chip 4 Chip

-Y PDF CDF PDF CDF

1 3/4 .1195 0.0830 .1476 0.1127

1 7/8 .1077 0.0688 .1333 0.0952

2 .9677(-l) 0.0561 .1137 0.0796

2 1/8 .8655(-1) 0.0446 .9478(-1) 0.0668

2 1/4 .7681(-1) 0.0344 .8173(-1) 0.0558

2 3/8 .6738(-1) 0.0254 .7099(-1) 0.0463

2 1/2 .5802(-1) 0.0176 .6175(-1) 0.0380

2 5/8 .4846(-1) 0.0110 .5362(-1) 0.0308

2 3/4 .3823(-1) 0.0056 .4637(-1) 0.0246

2 7/8 .2615(-1) 0.0015 .3982(-1) 0.0192

3 0 0.0 .3387(-l) 0.0147

3 1/8 .2842(-1) 0.0108

3 1/4 .2340(-1) 0.0076

3 3/8 .1877(-1) 0.0049

3 1/2 .1448(-l) 0.0029

3 5/8 .1048(-l) 0.0013

3 3/4 .6755(-2) 0.0007

3 7/8 .3268(-2) 0.0003

41 0 0.0
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2.5 LES 8/9 Simulation Experiments

This section describes a preliminary sequence of experiments

to be performed using the CSEL facility to simulate and test the

LES 8/9 processor and system. Three forward link simulation ex-

periments are discussed, the first being a validation of the PSP

model of the satellite processor, the second being a testing of

the downlink simulation, and the third being a simulation of

jamming on the forward uplink. The initial evaluation will be

performed using digital computer simulation, ar shown in Figure

F-4 of an internal AFAL report describing the C vEL facility ("the

CSEL document"). We will first outline the performance of tests

based on this figure, which is reproduced as Fig. 12 of this section.

2.5.1 Test Series 1. Forward Link Simulation

The first test series is the forward link simulation, with

the K-band uplink and the UHF downlink. It is assumed that the

• and UHF modems exist, but that the satellite is being simulated

by the PSP. The test configuration is shown in Fig. 12. We

start by putting 75 bps data into the modem processor. This is

encoded and 8 FSK transmitted at K-band through the K-band terminal.

The AJ protection is put onto the transmitted signal by frequency-
1

hopping at a rate of 200 hops per second; 75 bps @ R = - = > 150 bps.
2

8 FSK reduces this to 50 symbols/sec. Each symbol is hopped over

four frequencies, resulting in 200 frequency hops per second, or

a duration of 5 ms per frequency.

The K-band transmitted power is 2 W, and the antenna gain is

51 dB. The frequency is 38 GHz. The satellite antenna gain is

42.7 dB for the disc, 25 dB for the horn. The received power is

~PT GAR

PR T R2 (273)
4n R
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Since:

PT = 3 dBW

GT = 51 dB

AR = -28 dBm2  (Horn)

-10 log10 (4O) - Ii

11 ~2  fR 20 x 103nm
20 logl0 R -151 dBm3 x 10L~~ = l7 06meters

PR =  -136 dBW
or -106 dBm. (274)

To this received power, one must add atmospheric losses.

Assuming no rain, this would range from nearly 0 dB for vertical

transmission to about 30 dB for hor-zontal transmission. If,

for a nominal worst case, we add a 20 dD propagation loss, the

received power will be -12A dBm. The power shown on Fig. 12

at the satellite processor input ranges from - 53 to -123 dBm.

The lower level, -123 dBm, is in good agreement wiIh our estimate

of -126 dBm. However, the -53 dBm level seems unnecessarily strong

for LES 8/9 simulation, as, in clear weather, the received power

would be -106 dBm maximum.

The K band horn system has an 8 dB noise figure, or an NC0

of -166 dBm/Hz. Therefore the Eb IN for a 75 bit per second rate

is then

Eb _ PR Tb -126 - 19 + 166 = +21 dB.
iN LN , . ,

0 0

This, t. should be recalled, is with a 20 dB atmospheric loss;

with no loss, it is 41 dB.
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If an E b/N of 0 dB were desired, and the maximum signal
strength were -106 dBm, then

0 -106 - 19- N0  (276)

N 0 -125 dBm/Hz, (277)

whien is, as expected, 41 dB above the receiver noise level.

If this noise were spread over a bandwidth of B MHz,

PN = -65 + 10 log10 B dBm. (278)

The K band down converter has, according to Fig. 12, a loss of

about 35 dB (the figure is ambiguous, showing a loss of 3"3 dB

at -20 dBm in, and 37 dB at -86 dBm in). Assuming a 6 dB combiner

loss, the jammer would require a maximum output power of

P m -65 + 35 + 6 + 10 logl0 B
max

- 24 + 10 log10 B dBmo (279)

in order to achieve a 0 dB SNR. The jammer on Fig. 12 has an

output power ranging from -14 to -64 dBm. If this is not suffi-

cient power to achieve 0 dB, at the standard signal power level,

then 0 dB SNR jamming would be accomplished by decreasing the signa.

power at the processor input while running at maxium jamming power.

With these preliminary power considerations settled, let us

can broadly divide them into two classes, namely noise and jam-

ming tests, and acquisition tests. We consider them in that order.
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2.5.1.1 Noise and Jamming Tests

The first set of tests, noise and jamming, have two purposes.

First, the performance of the forward link is to be checked out

against white Gaussian noise, to validate the simulation system

and model. Seccndly, having shown the system and model to be

valid, the effects of various types of jammers will bc tested

and compared to theoretical results.

Tablel6, taken from Lindsey and Simon [43, shows the

word and bit error probabilities (P and P respectively) of

a non-coherent 8-FSK system using optimum detection.* This is

a lower bound on the error which can be attained by the processing

used in the satellite.

TABLE 16. OPTIMUM 8-FSK ERROR PROBABILITY:
INCOHERENT DETECTION

Word Error Bit Error
Probability Probability

Eb/No PE PB

(dB)

0.00 0.34075232 o.l471561

3.01 0.10403854 0.59450594 (-1)

4.78 0.28086227 (-1) 0.16049273 (-l)

6.02 0.70613553 (-2) 0.40350601 (-2)

7.00 0.16994870 (-2) 0.97113545 (-3)

7.78 0.39791019 (-3) 0.22737724 (-3)

8.45 0.91543186 (-4) 0.52310392 (-4)

9.02 0N20 26269 (-) n l1002 (_A)

9.54 0.47052477 (-5) 0.26887130 (-5)

The error probabilities of Table 16 are writhen in the form
0.XXX(-U), which is equivalent to 0.XXX 10-
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For 8'ary FSK, word and bit: error probability are related by

P - 4

B E' (280)

that is, the bit error probability is 4/7 the word error proba--

bilitv. It should be noted that the signal-to-noise ratio in

Table ].6 is 10 logl 0 (%/No). Eb, in turn, is P T /3, where P

is the transmitted symbol poer, T is the transmitted symbol
duration, and the factor of 3 occurs because there are three

bits encoded into each transmitted symbol. For the 8-FSK trans-

mission, T. = 20 ms, corresponding to 50 symbols/second, while the

bit rate into the 8FSK encoder is 150 bits per second.

To further complicate the situation, the unencoded bit rate

at the transmitter modem input is 75 bps, corresponding to an

input bit duration Tb of 13.33 --- ms. This has a bit energy

of -13 dB relative to an equal-power 20 ms, 3 bit symbol. We

will make clear, in this report, the exact time duration being

used 'n a table or figure.

The processing in LES 8/9 is not optimum, and one would ex-

pect the error rate to differ from that of Table 16. Deviations

from optiinality include

a) The matched-filters i% the 8-FSK receiver are
implemented using 2-bit quantization of both the
input signal and the reference frequencies;

b) Hard limiting of the IF signal;

c) Frequency hopping within the symbol, which cause
phase discontinuities in the dehopped signal.

There is an experimental curve, attributed to Lincoln Laboratory,
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of the bit error rate as a function of signal-to-Gaussian noise

ratio. Three points from this curve, shown as x's, are repro-

duced in Fig. 13, along with the bit and word probabilities of

Table 16.

2.5.1.1.1 Experiment 1. PSP Model Validation

The first experiment is to validate the curves of Fig. 14

thereby showing the satellite processor is being simulated

properly. This is best done on a step-by-step basis, in the

following sequence.

1.5.1.1.1.1 Experiment 1A. Optimum 8-FSK .' dem Simulation

Simulate the optimum non-coherent detector 8-FSK modem.

This will differ from the LES 8/9 satellite receiver by

1) not frequency hopping;

2) not using the limiter;

3) quantization of the signal and the reference
to at least 6 bits.

The word error probability of the PSP should be measured as

a function of additive Gaussian noise. This is done by comparing

the FSK frequency commanded at the modem to the FSK frequency

decided by the PSP. The signal-to-noise ratio should be varied

over the range 0 to +10 dB, keeping the noise constant and vary-

ing the signal level. The sampling rate used in the simulation

should be the same as in the satellite processor, namely 64

samples of the I and of the Q process in a 20 ms symbol. The

75 bps data into the modem should come from a suitable digital

test source, such as a pseudo-random number generator.
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I

The PSP has a 16 dB noise figuie at the 700 MHz input.

Therefore the noise power density is -158 dBm/Hz, and the

(bit) signal-to-noise ratio for a 20 ins symbol is

V "

Eb P T
-- --_ = P - 17 +158 -4.8

N 3 s
0

= PS + 136 dB. (281)

T.herefore, in order to have a 0 dB signal-to-noise ratio due

sole1y to the PSP's noise figure,

P = -136 dBm. (282)

V%

5s

However, the PSP is specified to have an input signal range of

..123 to -53 dBm with the result that a -136 dBm signal is too

weax for it to process. It is therefore necessary to add external

noise, and use a stronger signal. If we add external noise

which is equivalent to increasing the f-ont end noise by 21 dB, 0 dB

SNR would be achieved with a P = -113 dBm, within the range of

the PSP,, rherefore the added noise should have a density of

N -137 dBm/Hz. (283)

The receiver's noise figure can be neglected with this additive

noise, as it is 21 dB above XTF. The total noise power is

P -77 + 10 log10 B dBm (284)

in a bandwidth of B MHz.

Experiment IA could be run with a signal power into the PSP

ranging from -115 dBm, for a 0 dS k/N to -105 dBm, for a +10 dB

E IN , with the a..ialtive noise kept constant at a density of -137
b0

dBm/Hz at the PSP input.

107



The results of Experiment 1A should match the curve marked

"Optimum Non-coherent Detector Word Error Probability", of Fig.13.

However, the absence of an AGC or limiter, night result in a sig-

nal level out of the range of the A/D converter. If the experi-

mental curve deviates significantly from the theoretical, consi-

deration should be given to either increasing both P and N tos 0

get into the A/D converter's range, or increasing the number of

bits in the A/D converter, to increase its dynamic range.

Following Experiment 1A, the modeling should start to include

the omitted effects of the LES 8/9 satellite processor. As each

effect is added, the experi.mental curves should be rerun. Once

an effect is added, it should be kept in the simulation model for

the remainder of the satellite tests. An appropriate test

seaquence would be

2.5.1.1.1.2 Experiment 1B Limiter

Repeat Exeriment 1A, with the limiter added to the simulated

receiver. With the limiter present, the error probability should

be only a function of SNR, and not of the absolute values of PR or

N . This relation should hold until the limiter does not bring

the signal into the range of the A/D converter.

2.5.1.1.1.3 Experiment 1C Quantization

The purpose of this is to show the change in error rate due

to the use of 2-bit quantization of the A/D converter and the

matched filter reference waveform. The number of bits used should

be decreased from those used in Experiments IA and 1B, to 2 bits.

With the limiter and 2-bit processing, the error curve should move

from the optimum toward the experimental points shown on Fig. 13.

Note that the Fig. 13 curve is a bit error curve; the word error

for an 8-FSK system is 7/4 the bit error.
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2.5.1.1.1.4 Experiment 1D Frequenc y-Hopping

The purpose of this is to show the change in error rate

due to frequency hopping. This should be accomplished in two

steps. First, the signal should be hopped at the transmitter

and de-hopped with zero frequency error at the PSP. The

measured error rate in this case, as compared with that of

Experiment 1C, will show the effects due to the phase discon-

tinuities in the four subchips which make up a single FSK symbol.

Second, frequency errors should be introduced in the de-hopping

to show the effect of incorrect frequency estimation. The most

simple error to put in is a constant error independent of the

transmitter frequency. This error can be vari ed up to the FSK

frequency separation. A more complicated error to put in is one

which is a function of the instantaneous transmitted frequency.

This can be, initially, under program control as follows. Asssume

an error in measuring center-frequency Doppler. Let the center

frequency be f , and the error in center frequency Doppler bec

be e f. Then, if the transmitted frequency is f, the error in

the received signal will be

ee +- efc (285)

L c

This error can be programmed into the PSP.

The error rate measured in Experiment ID, which includes

frequency hopping, limiting, and quarrization, should agree

w it, Lhe Lincoln Laboratory data.
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2.5.1.1.2 Experiment 2 Downlink Simulation

The result of Experiment 1 will be to confirm that the up-

link modeling is correct through the 8'ary FSK detector. A

second experiment is needed to verify that the UHF downlink

modulation is being properly simulated. To do this, the full

forward link of Fig. 12 is used, and the bit error rate from

the modem processor input to the UHF demodulator output is

measured.

Figure 14, which is Fig. 3.14-6 of the TRW report [23,

shows the performance curve for the demodulator decoder. It

plots the decoder output bit error probability as a function

of the input channel error probability; the input channel error

probability is the 8-FSK bit error probability. Experiment 1

will provide the channel error rate as a function of the Eb/NO

for the transmitted 8'ary FSK signal. This can thus be con-

verted into a predicted bit error rate at the output of the

downlink through Fig. 14. The experiment consists of the mea-

surement of the channel error rate, conversion of this to a

predicted decoded bit error rate, and comparison of the pre-

dicted bit error rate to the measured bit error rate.

Figure 15 shows two theoretical curves of bit error rate out

of the decoder as a function of the 8-FSK uplink Eb/No. The

curves were generated by using the theoretical bit error rate

curve of Fig. 13, with the decoder curve of Fig. ]4. Since

the Lincoln Laboratory experimental points of Fig. 13 are close

to the theoretical, the measured decoded bit error rate should

be close to the curve of Fig. 15. It is seen that the two curves

are identical in shape, but separated by 3 dB. The curve marked

"Tb = 6.66 ms" is based on the energy in the 150 bps encoded

1
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bits which are transmitted az the 8-FSK data, and correspond

exactly to the theoretical curve of Figure 1. The curve marked

"T = 13.33 ms" is based on the energy in the 75 bps data going
b

into the transmitter modem.

In this experiment, the downlink should be at a high

enough signal-to-noise ratio that the ARC 151 receiver noise

does not cause errors.

2.5.1.1.3 Experiment 3 Forward Link Jamming Test

With the completion of Experiments 1 and 2, there should

be confidence that the forward link signal processing functions

of the satellite are being properly simulated. The emphasis can

can then switch to Forward link jamming and acquisition tests.

We will consider repeater jamming in this section.

Repeater jamming can be used to reduce the power required by

the jammer. In repeater jamming, the signal radiated by the trans-

mitter is intercepted, and its frequency estimated. Then a jamming

signal of bandwidth B is transmitted, centered on the intercept

frequency. Since B is significantly less than the total RF band-

width, WT , there is a large possible saving for repeater jamming

relative to full-band jamming.

The implementation of the repeater jamming uses a Hallicrafter

Sweeplock receiver. The FSK signal is 20 ms long, and is transmitted

as a sequency of four frequency hopped chips, each of 5 ms duration.

In Sc.ction 2.4 we presented an analysis of the repeater janiner, and

showed that a delay of 3/5 of a chip would decrease the jammer ef-

fectiveness by 1/(1-0.b), or 8 dB relative to full-chip jamming;

this would still be in the order of 11 dB more effective than full-

band jamming. The first repeater jamming experiment willbe to test
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the efficiency of repeater jamming. With the signal level of

the desired signal set at a nominal value, such as -113 dBm,

the jammer level can be varied over the E /JoM range of 20 to

40 dBm. There will be a range of about 6 or 8 dB over which

the error rate is significant, with the exact value depending

on the amount of the chip which is jammed. The parameter a

is 0 if the entire chip is jammed, 1 if none of the chip is

jammed, and varies linearly between these two extremes.

Using whatever jamming waveform is selected, the repeater

jamming shou2d be tested over the range a = 0 to 1, at

discrete steps; typical values of a might be 0, 0.2, 0.4, 0.9.

The bit error probability can then be measured as a function of

E /JoM and a, and compared with the full.-band multitone and noise

jamming error probabilities. While the error probability can be

measured either in the PSP receiver or after error detection in

the strike force receivers, the error rate should be measured at

the same place for all jamming tests.

Following this experiment, the effect of receiver noise should

be included in the tests. At high signal-to-noise ratios, such as

20 dB, the error rate should be the same as in the absence of noise.

Noise effects should start being seen with Eb IN in the order of

6 dB, as shown in Fig. 13.

The repeater jamming tests, with and without receiver noise,

will show the performance of the repeater jamming system as

operating with the present LES 8/9 satellite processor. Repeater

jamming operates on only part of the received signal. The satellite

processor. as presently designed, processes the entire chip. Tf:

however, the processor where to adaptively measure the received

signal and integrate only over the unjammed porticn, one would
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expect that the jamming efficiency would be decreased. For values

of a near 1, where most of the chip is unjammed, the performance

should approach that of the unjammed signal. For values of a near

0, where most of the chip is jammed, the amount of energy in the

unjammed portion of the chip is small, and the receiver thermal

noise would be a limiting factor. The PSP can be used to simulate

an LES 8/9 processor which integrates over only the unjammed part

of each chip, and rhe error probability measured as a function of

a, E o/JM and E b/N . This simulated processor will have an ECCM

capability against repeater jamming which is not found in the present

processor.

It is axiomatic that for a given ECCM one can develop a new ECM

technique. In this case, the ECM response would be to develop a

receiver which can estimate the received frequency in a time inter-

val which is sufficiently short as to cause the processor to be

thermal noise limited. One would expect that, given either suf-

ficient sweep capabilit or parallel processing, the transmitted

frequency can be estimated in a time equal to the reciprocal of

the frequency uncertainty. Therefore, to jam with a frequency

uncertainty of, say 10 kHz, would require only a 0.1 xrs intercept

time. The simulation of a repeater jammer should include ex-

ploring trade-offs between intercept time and chip processing

time.
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SECTION 3

NAVSTAR GPS STUDIES

3.1 Introduction

The NAVSTAR Global Positioning System (GPS) is a satellite

navigation system which will allow the user to determine his

three-dimensional position and velocity. The GPS Phase 1 Program

is a space-based radio navigation concept validation program that

precedes the full scale development of the GPS. As part of

Phase 1, AFAL is developing a generalized development model

(GDM) of the GPS user equipment. The GDM system will include

the hardware and software to receive and process GPS rnaviyational

signals, along with inertial and auxiliary navigation sensor

data in some modes, and determine optimuim estimates of three

dimensional postion, velocity, and system time for display to

the user.

The GDM will be part of the CSEL facility, and experiments

will be part of the CSEL facility, and experiments will be run

as required to determine system parameters. The purpose of this

section is to determine means of simulating the GPS signal and

channel characteristics, to a degree that will permit accurate

and reliable testing of the GDM. We take a general point of

view, allowing for a variety of different receiver types and

* GPS signaling schemes. Future studies will consider the spe-

cific requirements needed for the Phase 1 system.

This section is divided into two main parts. Section 3.2

o possibe.. nfi nurationq for the GPS, as well

ii as possible uses of the simulation facility. The ercors in-

curred in the system are reviewed, and some methods of correction

by \'he receiver are discussed, since they have a significant
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impact on the necessary simulation accuracy. Some important

aspects of the receiver structure are pointed out, and finally,

the general structure of the simulator is defined. In the

discussion of Section 3.2, only the global features of a simu-

lation facility are discussed. Section 3.3 extends the analysis

to include detailed problems in the instrumentation of the simu-

lation system hardware and software.

3.2 General Problems of GPS/GDM Simulation

3.2.1 A Survey of Possible GPS Structures

GPS is designed primarily for military use, but civil

applications are also envisioned, which has some impact on

the types of receivers that can be used.

The full system is to have 24 satellites in 12 hour orbits,

such that any point of the earth is covered by at least 4 satel-

lites. The user position is determined from the measured path

delay differences (hyperbolic multilateration). The downlink sig-

nals at 1.2 or 1.6 GHz are modulated by pseudo-random binary

sequences for the delay determination. Orthogonal sequences are

used for each satellite. The bandwidth is 10 MHz. In addition

the satellites also transmit information on satellite ephemerides,

clock drifts, as well as measured and predicted data on the ionos-

phere and the troposphere. The ionospheric data may consist of

Globalcbta on the total electron content, and readily available

data on ionspheric parameters such as to F2, MUF, etc. The tropo-

spheric data are mainly of importance for low elevation satellites,

and could consist of parameters for a surface refractivity model.

The data are collected at the ground control stations which

send them to the satellite, from where they are relayed to the
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users. Two different modes are possible; the satellites may be

transmitting simultaneously or sequentially. By simultaneous

transmission a more precise timing results due to the higher

stability of the satellite clocks, and uncertainties in the

satellite receiver trajectories between successive transmissions

in a sequential mode. On the other hand some interference be-

tween the different satellite signals are unavoidable by simultaneous

transmission.

3.2.2 Advantages of a Simulation Facility

The primary application of the simulation Facility is to test

the receivers (GDM's) before the actual channels are available.

By using a software controlled simulation it is possible to test

receivers under both average and adverse atmospheric conditions.

By simple program changes it is also possible to evaluate several

GPS downlink data schemes.

When the satellites are in orbit the simulator is still of

great value for providing easy in-house tests, particularly

for new receivers requiring down-link data that has not yet been

included in the GPS system. In fact, large parts of the entire

GPS can easily be tested.

It is considered imperative that the simulator is flexible,

so that it can respond to advances in ionospheric and tropospheric

prognostication, as well as to changes in the overall system. A

hybrid approach with RF building blocks for constructing the

channel is suggested with a software control of the channel param-

eters and part of the channel configuration.

To determine the components needed, and the software complexity,

it is necessary to study the errors that can be incurred in the

system.
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3.2.3 Sources of Position Errors in the GPS

3.2.3.1 Satellite Ephemerides

If we start at the satellite, the first error source is the

errors in the satellites own estimate of position, velocity, etc.

These errors can be caused by erroneous distance measurements by

the ground reference stations, which can be influenced by the

atmosphere, clock errors multipath, and inaccurate trajectory

estimates between position updates. A receiver using direct Faraday

rotation information also needs an accurate estimate of the polaxi-

zation of the transmitted waveform.

3.2.3.2 Clock Errors

Satellite clock errors affect the position estimates if the

four satellite transmissions needed to determine the position

are not completely synchronized. For the sequential transmission

mode the less accurate receiver clocks can also be a major source

of error.

3.2.3.3 Multipath Errors

Mulipath propagation can also seriously impair the performance

of the GPS. It can arise by either atmospheric reflection and re-

fraction effects, or by ground (or sea) reflection. The effect of

ground reflections can be evaluated relatively easily. If the

receiver is h feet above a smooth reflecting surface, and the

satellite elevation is is e, then the differential delay of the
Leflected path is

6 = 2h/c sin 0, (286)
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where c is the velocity of light. Dae to the .0 MHz PRPN signal-

ling, only reflection delayed less than 100 nsec will affect the

estimate (this assumes a linear matched filter receiver, for re-

ceivers with nonlinearities, e.g. hard limiters, larger delays

will also have a significant effect). Thus only atmospheric

multipath and low ground mu]tipath is important.

One way of estimating the delay is to use a threshold 6 dB

down from the peak output of a matched filter. The errors re-

sulting from a 50 nsec delayed perfect reflection is illustrated

in Fig. 16, assuming an ideal triangular signal auto-correlation

function. With a reflection coefficient of .8, corresponding to

a 14 dB multipath fading, calculations have shown that errors

range between -33 feet and +11 feet.

If a hard limiter is used in front of the matched filter, and

if only one satellite signal is received at a time, the error is

smaller at small delays, but persists for delay almost as long

as the entire duration of the PRN sequence. However, this way

errors less than 7 feet can be obtained with a threshold 12 dB

below the peak of the matched filter output. For this type of

receiver, large delay multipath should be simulated when applic-

able. For most other receivers, delays less than 100 nsec are

sufficient to test the performance against multipath.

3.2.3.4 Ionospheric Propagation Effects

The refractive index along the signal path causes excess

delays. The main error is incurred in the ionosphere, where the

refractive index can be related directly to the electron density.

For frequencies well above the gyro- and plasma frequencies cf the

ionosphere (as is the case here, th1 -- frequencies are of the order

120



MATC14E V
FILTER

FtOUTPUT /

/THR58HOLI3 .. . . .

-- 0-- C"ELAY (nse)
100 20o

(a) Direct and Reflected Signals.

MATCHED
FILTER

OUTPUT

I I
I I

DELAY (nseC.)I ERROR 12

(b) Signals Adding In-Phase,
Resulting in a 10 ft. Error

MATCHED
FILTER
OUTPUT

,I- DELAf (n-e9.C)

ERROR 20

(:c Signal Adding Out of Phase,
Resulting in a -25ft. Error

Figure 16 Matched Filter Multipath Effects

121



of 1 - 10 MHz) we can ignore the influence of the geomagnetic

field and electron collisions. The refractive index n is given

by f2
2 o--~ 27n = - f (27)

where f is the plasma frequency, &nd f the transmitting frequency.o

We have (in rationalized MKSA units)

f 2= 4ve2 N (h) = 80.7 N(h), (288)
0 m

where e and m is the electron charge and mass, respectively, and

N(h) is the electron density as a function of height. The maximum

value of N(h) determines the critical frequency of the F2 layer,

NM = 1.24 x 10- 2 x (f F2) 2 . (289)

The integral of N(n) along the signal path is called the total

electron content (TEC), and can be related directly to the propa-

gation delay due to the ionosphere,

1 -7-= L 34xl TEC. (290)

f 2

-ypzcal values for the total vertical electron content are in

the range of 10 - l018 electrons/m 2 for f = 1.6 GHz. This

corresponds to delays in the range of .5 - 50 nsec. The delays

at the lowest elevation (5 ) can be 2 to 4 times as big.

The ionosphere also introduces a differential Doppler shift,

mainly due to the deviation of the signal path from the geometric

path. This Doppler shift can also be related to the electron density,

but only approximately to the total electron content. The Doppler
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shift is relatively small and can potentially improve the position

accuracy of a receiver utilizing this information.

Faraday rotation information can also be useful to a receiver,

since it provides information about the TEC. As a first order

approximation, the following expression is often used,

-2
2.97xi0 -2 x M x TEC, (291)

where M is an average quantity depending on the angles the path

makes with the magnetic field, and vertical.

Aside from the delay, Doppler, and Faraday rotation effects,

the irregularities of the ionosphere causes a flat fading of the

received signal (scintillation). The statistics of scintillation

are fairly well studied, and prove quite easy to simulate. We

shall not dwell much more on this aspect of the problem here.

3.2.3.5 Tropospheric Propagation Effects

Normal tropospheric effect can be calculated by using a

model for the standard atmosphere (Altschuler and Kalaghan, [5)).

Typically, the range error are 7 feet with a 900 elevation, and

80 feet with a 50 elevation. Under adverse weather conditions,

this can be considerably worse, especially at low elevations

where the signal may have to travel through a rain or snow storm

over a fairly large distance. The troposphere also introduces

a small Doppler shift.
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3.2.3.6 Other Error Sources

Of the many remaining error sources we maention the additive

noise (cosmic noise, receiver noise, etc.) which can have drastic

effects on the range accuracy, especially during deep signal fades,

or when a satellite is near the sun as see from the receiver. Also

interference from other GFS satellites, and man-made interference

has to be taken into account.

3.2.4 Corrective Procedures to Reduce the Error

The errors discussed in the previous section consist of a

predictable error bias and a random component. By eliminating or

reducing the bias term in the receiver, substantially better range

accuracies can be achieved. It is therefore important that the

simulator produces both the predictable and unpredictable components,

such that a realistic performance results, whether the receiver

removes the predictable component or not. Since it is not clear just

how much a particular receiver will be able to predict, it is im-

portant that the simulator is easily modified. Thus a software

approach is called for.

3.2.4.1 Satellite Ephemerides and Clock Drift

Errors in these parameters will be controlled by relaying

the appropriate information directly to the user on the down link

data stream. The satellite Ephemerides are accurately tracked by

the satellite and the ground control station, as is the satellite

clock. The rece ,er clnrc is Ipss critical in most cases. It is

estimated that the clock errors and the errors due tu satellite

ephemerides can be held to 5 feet each.
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3.2.4.2 Multipath Corrections

Although serious multipath is expected to occur only a

fraction of the time in the overall system, certain environments

will be associated with persistent multipath propagation. As

pointed out in Section 4.3, such multipath conditions can result

in relatively large errors. The smart receiver will then use an

adaptive equalizer, adaptive antenna, or simply a tilted antenna

nulling out the specular point of reflection (this can be done

if satellite and receiver position are known with respect to the

reflecting surface).

3.2.4.3 Ionospheric Models for Single Frequency Users

The low cost medium accuracy users are expected to receive

just the 1.6 GHz signal, and correct for the ionospheric delay

using a locally generated model. We discuss some proposed models

and the time scales that can be expected in the residual errors.

The Bent model (Bent et al., [63) uses a large amount of measured

data to construct an empirical ionosphere mode.. This model con-

sists of three exponential top side layers, a parabola near the

F2 maximum, and a bi-parabola for the lower ionosphere. The

profile is determined by predicted values of the following param-

eters: The critical frequency foF2, the height of maximum density

hm, the half thickness of the bottom side layer Y., the half thick-

ness of the topside layer yt' and the decay constants ki for the

lower, middle and upper topside exponential layers. Corrections

using this model are reported to result in root mean square residual

group delay ranging from 1 to 20 nsec, and mean residual delay between

-4 and 17 nsec. The cumulative probability distribution of the
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delays is calculated in the above reference, as well as some station-

station correlation. Generally 70 to 90% of the day time ionosphere

is eliminated.

A simple model was developed at AFCRL (Klobuchar and Allen,

£7)), which computes the TEC estimates from measuzad predicted

values of f F2. The use of this algorithm is limited, but gives0

good results when applied near the data gathering station.

The Applied Physic Laboratory of .ozhn Hopkins University

(Pisacane et al. [81) considered three algnrithms, one based on

long term p:edictions, and two capable of real tim," corrections.

The basic algorithm is based on an 11-parameter mode" using parabolas

fur the E, F1, znd F2 layers. The second algortliv is an analytic

model describing the deviations from the first modB', while the

third algorithm is an empirical model, also based on the first al-

gorithm. For the data considered, the typical time delays are on

the order of 10 to 50 nsec, 86 nsec being the largest vertical

time delay encountered. The RMS residuals range from approximately

0 to 20 nsec, with algorithm II being consistently better than

algorithm III, which again is better than algorithm I. Several

cumulative distributions of the rms residual delays are presented,

as well as station-station correlations.

A Stanford University model (Waldman and da Rosa, [91) uce

nn empirical expansion of the electron content as a function of time,

season, and an index of solar activity. The data from the reference

stations are interpolated to give the local TEC estimate.

The inclusion of real time measurements are suggested in a second

model. Typical vertical time delays encountered range from 5 to
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50 nsec. while residual rms errors found are 1 to 20 nsec. The

cumulative distribution of the residuals are calculated.

The University of Illinois (Rao et al., [101) considers several

methods for correcting the ionospheric delay. Mainly near real

time measurements, and varying amounts of past data from other

stations are used. In all, eight models are considered, of which

two are chosen as representative. With the simple model, resid-

uals up to 10 nsec are found, while 7 nsec is typical for the more

sophisticated model. Distributions of residuals are calculations

under various evaluation conditions.

3.2.4.4 Other Ionospheric Corrections

The best way of correcting for tne excess ionospheric delay

is to utilize the fact that the delay i inversely proportional

to the frequency. By transmitting two frequencies it is possible

to eliminate the trans-ionospheric delay completely, at least in

theory. Errors result mainly from the facts that the two fre-

quencies do not follow the same path, and deviations from the inverse

square law. The frequencies used for the GPS are 1.2 and 1.6 GHz,

and it is estimated that ionospheric effects can be ignored com-

pletely by this method. The disadvantage is the cost of the re-

ceiver, since twice as many correlations are needed. This method

is therefore only to be used for high precision users where cost.

is not a primary factor.

There is also the possibility of measuring the Faraday rotation

of the received waveforms. This is also costly to implement for

simultaneous satellite transmissions, and does not take into ac-

count the part of the electron layer outside the bulk of the geo-

magnetic field. This approach only has merit 'by a sequential
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transmission mode, and requires deta;.ed attitude data on the

down link.

3.2.4.5 Tropospheric corrections

In the troposphere model developed at AFCRL (Altschuler and

Kalaghan, [51), the range corrections are calculated as a

rational function of height, elevation and surface refractivity.

In the case of unknown surface refractivity, average values are

determined from an empirical formula depending on height, latitude,

and calendar month.

Standard deviations of the residual delays are found as

6.75 nsec (83.8 nsec total delay) at a 50 elevation, and .6 nsec

(7,9 nsec total delay) at a 900 elevation.

3,2.5 Short Term Variations in the Atmosphere

It is important for a realistic simulator to take the time

variations of the channel into account, since it will affect both

the correlation procedure and position estimates for a receiver

using smoothing of past delays (as implemented by a Kalman filter,

for instance). Few data are available at this moment, so we study

here -mainly the available results on the sources of such time vari-.

ations. Many of these results can be found in standard ionospheric

texts, such as Al'pert [.11 and Davies [12.

The slow diurnal and seasonal variations aj'e usually pre-

dictable, but the change that occurs at sunrise anC 9,inset often

is associated with rather steep gradients, giving rise to large

, -- - -. . ~ ! - . - _ --

variations are associated with solar flare, sudden magnetic com-

mencement, sudden soxmic noise absorption, etc. The time scale is

relatively large, and therefore not important to the present con-

siderations.
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Other regular slowl.v varying effects are steady winds, atmos-

pheric rotation, and tidal waves. Somewhat smaller time scales are

associated with irregular winds, where typical parameter are

wind velocity 70 m/sec

correlation time 100 min or less

vertical scale 6 km

horizontal scale 100 km

Small periods are also encountered in connection with internal waves

in ionosphere, which propagate at frequencies below the V~s~ilA

frequency
2

g c Y- gH (292)

where g is the gravitational accelleration, C the velocity of sound,

and H the scale height ( = kT/mg). Periods are approximately 5 min.

in the E region, and 10 to 15 minutes in the F region. These waves

are often associated with the experimentally found traveling ionos-

pheric disturbances (TID).

Even smaller time scales are found for diffusion and ion-

production, -recombination, and -attachment processes. Time constants

down to a few tenth of a second can be found.

Some experimental data on the variations of the excess ionos-

pheric delay have been reported by Misyura et al. [13). Measuring

fluctuation in Faraday rotation and differential Doppler shift,

they find that the auto-correlation function is w'll approximiaud by

an expression of the formI; 2
K(T) = e- a T cos Y (293)
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the typical correlation time is 8 to 20 sec, and the corresponding

vertical scale is approximately given by

hX V sat h (294)

sat

where Vsa t is the satellite horizontal velocity, h the ionosphere

height (average) and hsat the height of the satellite. This is

based on a simple model of ionospheric irregularities.

3.2.6 The Effect of the Receiver Type on Simulator Complexity

It is clear that a complex receiver also requires a complex

simulator. A two-frequency receiver requires twice as many channels

as a single frequency receiver, and a receiver measuring Doppler

shift requires the inclusion of random frequency offsets. We

classify here the receiver types, and discuss the corresponding

requirements on the simulator. The discussion is not intended to

exhaust all possible configuration, but only as a guide to determine

the necessary simulation setup. The main point is that a highly

flexible simulator is a must.

1) A receiver measuring distance only, without much concern
for velocity or high accuracy, will use little smoothing
of the measured delays. Hence a simple single frequency
model is sufficient, and time-variations can be ignored.
Often the tropospheric effects are negligible, and need
not be simulated.

2) If the receiver measures distance only, and uses a
Kalman or constant-gain filter to update position and
velocity, it can be important that short term variations
are in-cluded in the simulator model.
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3) A high precision receiver using delay and Doppler
measurements, complete with filtering to estimate
position and velocity, will require simulation of
Doppler shift also, and short term time variations
may have to be included.

4) A high precision receiver using two frequency
reception is complicated mainly by the added chan-
nels needed. If the frequencies are transmitted
sequentially, time-sharing is possible, however.

5) A medium precision receiver using single frequency
delay measirements with ionospheric and tropospheric
corrections can improve its accuracy considerably by
using the information from its inertial navigation
system. All measurements can be converted to po-
sition and velocity estimates using a Kalman filter.
This requires a rather sophisticated simulation since
errors in the inertial guidance system has to be
simulated.

3.2.7 A Summary of the Simulator Structure and Requirements

For the purposes of the simulator, we shall assume that the

satellite RF ranging signals are available without down link

data. Also a synchronization signal is available for modulation of

the down link data. The general structure of the simulating facility,

as operation in conjunction with the GDM, is shown in Fig. 17.

Depending on the desired channel information, the computer may

deliver down link information to the satellite signal modulators,

and general information to the GDM, such as local time and any

atmospheric information that would be locally available to the

receiver. It can also provide simulated receiver trajectories

and inertial guidance outputs. The down link signals are passed

through the individual channel simulators. The most complex con-

figuration is when two frequencies are received simultaneously

from all four satellites. Eight channels are needed then. The
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simplest configuration is the case of single frequency reception and

sequential transmission. In this case only one channel and one

signal modulator is necessary. Thermal-noise is added, assuming

(unrealistically) that the additive noise is independent of the

direction of the signal.

The position and velocity estimates may be analyzed directly

by the same computer, in real time or may be recorded together

with the pertinent channel and satellite data for off-line analysis.

The data supplied to the channel may be from a locally generated model

atmosphere, or may consist of actual recorded data of the total

electron content. The information needed can include

. Satellite trajectories and velocities.

• Satellite Powers.

* Uncertainties in satellite trajectories.

* Hour, day, month.1 Ionosphere model pardmeters.
RMS of ionospheric delay residuals reduced to vertical.

• Time scale of residuals.

* Troposphere model parameters.

* RMS of tropospheric delay residuals.

* Time scale of residuals.

* Additive noise power, may be diffe-ent for each
satellite.

Receiver longitude, latitude, and height.
* Receiver velocity, or trajectory.

The structure of each channel is illustrated in Fig. 18. The

parameters needed are
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0 Doppler shift

. Gross delay

* Short term delay

0 Scintillation index

* Scintillation spectrum (probably fixed)

a Sky noise power (may be lumped into
receiver noise).

The simulator shown does not include the multipath effect that

can arise. A relatively simple simulation of atmospheric and ground

multipath can be included by inserting a 2 to 3 tap delay line

after the summation in Fig. 17. This ignores the fact that the

different satellite signals do not suffer from the same multipath

effect, and a uniform bias will be introduced in all the range

estimates. An equally simple, and more meaningful, method is to

introduce multipath in just one channel. Of course, a completely

realistic simulation requires independent multipath effects on

each channel, and dependent on the satellite elevation.

3.3 Specific Problems of GPS{GD, Simulation

In Section 3.2 we presented a general discussion of the GPS

system, with the purpose of defining the necessary simulator

features. This was accomplished for several possible system con-

figurations and receiver strategies. Due to the general nature

of the problem only the global features of a simulation facility

were considered. This section extends the analysis to consider

3 expected GDM receiver structure

9 simulator integration into AFAL/CSEL

* use of CSDL/4-SV Satellite simulator
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0 application of new techniques developed at
SIGNATRON for constructing delay lines
with computer controlled variable delay

* GDM antenna assembly simulation

* stabilization of clock-controlled Satellite-
receiver delays using a digital feedback link

simulator hardware and software requirements.

While the section contains a detailed analysis of these aspects,

at- this point we will summarize its contents, and bring out the

most important aspects of the problem.

In Sections 3.3.1 through 3.3.3 we discuss v:rious aspects

of the simulation requirements, concluding in Section 3.3.4 in

a summary of several methods of implementation, alternative con-

figurations, and possible compromises. The best system configura-

tions are selected after the software ani hardware requirements

are treated in Sections 3.3.6 and 3.3.7. The alternative con-

ficgurations are based on new techniques developed in Saction 3.3.5

for controlling and creating the required delays. The following

discussion centers around the system configurations shown in

Figs. 19 and 20.

Figure 19 shows a block diagram of the simulation facility

configured so that all signals, at both Ll and L2 frequencies,

are generated with independent satellite signal generators.

Eight such generators are needed. Each signal generator consists

of a digitally controlled frequency synthesizer, exciter, and up-

converter. The frequency synthesizer forms the unmodulated base-

band signal (- 10 MHz) with appropriate Doppler, and the carrier

frequency Doppler at a 70 MHz intermediate frequency. The ex-

citer modulates the IF carrier with externally supplied code

signals si.perpose.1 w:it" down link data. A 70/560 MHz up converter

assures the applicability oAZ the CSEL exciters. We have based
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our analysis on the frequency synthesizer structure developed
at the Charle . Stark Draper Laboratories, and shown in Fig. 21.

The specifications of the synthesizer accuracy are shown in

Table 17.

Since the synthesizer supplies the appropriate Doppler

shifts to both the carriec and the modulation, it is possible

to achieve the required differential satellite-receiver delays

by adjusting the Doppler. This Doppler has to be pre-computed

very accurately since a deviation of the desired delay from the

actually achieved delay will not be corrected, thus limiting

the duration of the simulation due to accumulating delay errors.

This phenomena is analyzed in Section 3.3.5.1, and the theoretical

errors seem acceptable. However, under practical circumstances

several factors not accounted for can result in inaccurate delays.

Hence, a technique is suggested which will close the loop and

immediately correct delay errors. This technique, described

in detail in Section 3.3.5.2, consists of directly measuring the

delay on the baseband signal before carrier modulation, com-

paring it with the desired delay, and using the error to cor-

rect the Doppler. The technique is relatively inexpensive to

implement since it is almost all digital. Use of it simpli-

fies the initial set-up of the system, and allows for arbitrary

long simulation runs.

The multipath in Fig. ]9 requires a variable delay unit.

Several simple ways of implementing such a unit, under direct

computer control, are presented in Section 3.3.5. We shall not

discuss this unit in detail here. However, the method illus-

trated in Figs. 32 thru 34 appears very promising. The number

of multipath units to be used depends on how precise a simulation

is desired of the more critical propagation conditions, and also

on the practical limitations in providing the antenna with the
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TABLE 17. DYNAMIC NAVSTAR-FREQUENCY-SYNTHESIZER
OUTPUT-WAVEFORM PERFORMANCE GOALS

10.23 MHz CODE 70.0 MHz CARRIER SINEWAVE
SQUAREWAVE (TO BE HETERODYNED TO

1.57542 GHz)

AMPLITUDE TTL squarewave +7 dBm into 50 0

DOPPLER SHIFT 0 +259.5 Hz in 222 0 +39,961 Hz in 222

steps of 0.124 mHz steps of 19 mHz (cor-
responds to a minimum
resolution of 0.01 ft/s
at 1.57542 GHz).

PHASE RESOLUTION One part in 308 of a One part in 256 of a
full cycle (0.3 ns) full cycle.

PHASE STABILITY <1- ns rms in a 100 Hz One part in 64 rms when

Bandwidth over the measured in a 1 Hz band-
simulation interval width over a measurement
(<1 ns corresponds to interval of 1 s (one part
a position uncertainty in 64 is equivalent to
of <1 ft) 0.01 ft at 1.57542 GHz.

When measured over a 1-s
interval, this permits
resolution of 0.01 ft/s).

MAXIMUM 3.25 Hz/s 500 Hz/s (this is approx-
FREQUENCY RATE imately a 10-g accelera-

(ACCELERATION) tion).

MAXIMUM NUMBER 100 100
OF" UHLNG4 IN
FREQUENCY IN 1 s

; 14]



correct signals. This last task is indicated in Fig. 19 by the

block named 'Signal Antenna Combining Assembly'. Realizations

of this assembly are discussed in Section 3.3.5.4, and the preferred

implementation is shown in Fig. 22 for a 3-element antenna.

It uses four-way combiners plus attenuators and phase shifters

to simulate the antenna pattern. The complexity of this assembly

suggests the option of using an omnidirectional antenna as a com-

promise in the simulation. Other alternatives, such as providing

part of the signal at IF or digitally, are discussed in the

main body of the memo. L-band jammers are available in CSEL.

The simulation is controlled by a computer (PDP-ll) and

assisted by an independent GDM control unit. The tasks of the

computer and the GDM control are discussed in Section 3.3.6.

The alternative configuration in Fig. 20 is similar to that

of Fig. 19, the only difference being in the use of four,

instead of eight, satellite signal generators. These generate

both the Ll and L2 frequencies, with the proper Doppler shifts

on the carriers. The Doppler on the modulation sequence is

referred to the Ll carrier, such that Doppler control can

accomplish the desired delay of the Ll signal in the same way

as before. The L2 signal will be delayed by the same amount,

and it is therefore necessary to have a delay line for simulating

the additional delay that the L2 signal receives from the ionos-

phere. The only difference between the signal generator used

here, and the one used before, is the need for an additional

70-MHz carrier frequency synthesizer (see Fig. 2)), and the

up-converters an 1 exciters also needed for the L2-frequency

signal generator in the first approach (Fig. 19 ). Delay feed-

back can be used as before to stabilize the delay of the Ll

signal.
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The additional delay required for the L2-signal is accomplished

with a variable delay line controlled directly by the computer,

as indicated in Fig. 20. The variable delay is the same unit

as needed for multipath simulation, and is discussed in detail

in Section 3.3.5.3. The trade-off between the two approaches lies

in the difference between the cost of a frequency synthesizer

(less the carrier synthesizer) and the cost of the variable

delay line.

3.3.1 Background

In this study we take a direct view at the solution of the

problem of simulating the NAVSTAR/GPS environment, with the pur-

pose of testing the Generalized Development Model (GDM) receivers.

rhis solution is based on available information on the projected

GPS format, the prcposed functions of the GDM receivers, and the

maximum use of existing equipment in the AFAL/CSEL simulation

facility. It is also assumed that a frequency synthesizer is

available which is similar to the Dynamic 4SV Simulator designed

by the Charles Stark Draper Laboratories.

In the remaining part of this section we present a brief

background description of the GPS and the relevant AFAL/CSEL fa-

cilities.

3.3.1.1 A Summary of the GPS

The Global Positioning System is designed to provide world-

wide 'hih acrmuracy ravigation data to military and civilian users.

Position is determined by a hyperbolic multilateration involving

four or more satellites. The user determines range and range rate

for each satellite by using a 10 Mbps code modulated on the carrier.
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The satellite will transmit both a protected and a clear code. In

addition, various data are transmitted down to aid the user in de-

termining time and improving the postion estimate. Each satellite

transmits two frequencies, Li , 1.6 GHz and L2 - 1.2 GHz. High

precision users employ both frequencies for the elimination of the

ionospheric delay errors, while less demanding users will only

use LI, possibly combined with an algorithm eliminating part

of the ionospheric delay. For this reason only the Li carrier is

provided with a clear code. Ionospheric data may be transmitted

from the satellite to help the determination of the delay error.

The main data on the satellite system are listed in Table 18.

Further data can be found in the review paper by Cretcher [143.

The receivers are grouped into categories of varying degraes

of accuracy and complexity. The GDM receivers will be of relative-

ly high complexity, and this means that a high precision simulation

is required. Other receivers may, of course, also be tested by

the same simulation facility. A description of the likely GDM

features is given in Section 3.3.1.2.

3.3.1.2 The AFAL/CSEL Facilities

The Communication Systems Evaluation Laboratory was first

applied to the testing of receivers designed for the LES 8/9

communication satellite links. An ordinary transmitter-channel

simulator-receiver configuration was not possible since the

satellite modified the signal. A simulation of the satellite

was called for. CSEL was developed to test these and similar

systems, primarily for jamming protection.

LES 8/9 uses UHF and Ka-band frequencies, and the majority

of the available equipment work at these frequencies. For other
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TABLE 18. GPS DATA

Orbits Period: 12 hr circular

Inclination: 630

Satellites per orbit: 8, equally spaced

Number of orbits: 3, at 1200 angles

Spacecrafts Power: est. 450 W

Weight: est. 900 lbs.

Clock Stability 10-13

Signals Ll carrier: . 1.6 GHz

L2 carrier: 1.2 GHz

Protected code: Ll, L2

Clear code: Ll

Code rate: 10 Mbps

Data rate: 50 bps
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requirements X- and L-band equipment are also included. Since

the GPS works at L-band frequencies, we shall mainly describe

some of this equipment.

The major components of the CSEL simulation facility are

* spectrum and interference generator (SIG)

0 roof top antenna facility

0 satellite simulator

* computers and peripheral systems.

The SIG consists of two accessors and a jammer at L-band,

a switching network, up/down converters to UHF, X-, or Ka-band,

signal combiners, and a digital controller complex. The signals

(accessors) are generated with a random amplitude (selectable

spectrum), modulated at a rate up to 50 Mbps with BPSK or QPSK at

560 MHz (exciters), and filtered and heterodyned to an L-band

frequency, selectable in steps of 16 Hz. The signal combiners

include a switch between up-link and down-link combiners for

satellite communication applications. Each combiner has inde-

pendent amplitude control for each accessor and jammer, the accessors

are combined directly, and accessors and jammers fed to two inputs

of a four-way combiner (either uplink or down-link) with two spare

inputs. The uplink and down-link combiners have different dynamic

ranges. 700 MHz to 560 MHz conversion is available so that the

exciters can be used on 700 MHz IF signals also. The digital con-

troller complex performs the real-time digital control of swit-

chinq, amplitude, frequency selection, filterinq, etc.

The Ka-band roof top facility is designed for tests using

the actual satellite (with locally controlled jamming and receiver

parameters) and for pre-launch tests of the airborne system. It

consists of
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* radome and pressurization system

S antenna pedestal with computer controlled

servo systems

* a series of Ka-band antennas

* computer interface.

The satellite simulator terminal consists of a programmable

signal processor (PSP) and two FFH/PN modems (Flexible Frequency

Hopping/Pseudo-Noise). The FFH/PN contains a frequency synthesizer

producing one of 224 frequency shifts with a minimal resolution

of 3.25 Hz. The frequency is modulated at a maximum rate of 1.28

MHz. This is not sufficient for applications to GPS.

The hardware is provided with extensive computer support via

the d'igital controller complex. Direct control is furnished by

a PDP 11/20 computer (16 bit words) designed to supervise most of

the real time experiments. A PDP 11/45 is used as back-up and for

some real-time applications requiring more speed.

3.3.2 Objectives of Simulation

The main objective of the simulation facility will be to

test the contemplated General Development Model (GDM) receivers.

A variety of different factors influence the scope of this prob-

lem, and these factors will be singled out in this sect.-n in

order to describe the tests that can be performed.
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3.3.2.1 Receiver Tests

The test of the receivers may be performed on two levels.

First it is necessary to be able to track down errors and de-

ficiencies in the many different classes of receivers that can

be encountered. Second, it is desirable to have a facility which

in a unified and systematic manner evaluates the performance of

receivers, checks against specifications and performs an overall

comparative analysis of competing systems.

With a well equipped simulation facility such as CSEL, these

tests can be done both prior to, and after the launch of the satel-

lites with considerable savings in effort. Prelaunch tests are

the only way of securing workable receivers for the first evalua-

tion of the GPS. After launch of the phase I satellites, the re-

ceivers can be tested in the simulation facility for performance

with future satellite configurations, as well as future signaling

formats. Even more significant is the greater ease of tracking

down receiver errors due to the local control of the satellite

signals. The reproducibility of experiments is equally important

in this context. Thus the effect of changes made in the receiver

can easily be checked under conditions that may only occur

relatively seldom in the final implementation. The reproduci-

bility is also necessary for the comparative analysis of several

receivers. Jamming can be introduced quite simply without having

to perform expensive experiments in the field.

In order to see the amount of features that can be tested,

we now briefly discuss some aspects of the expected receiver

design.
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3.3.2.2 Brief Descrtionof G Features

The objecLive of the GDI4 receiver series is to provide high

anti-jam equipment for validation testing of the NAVSTAR GPS and

identification of complexity and cost associated with meeting the

high anti-jam requirement. The major functions involved in this

are shovn in Fig. 23.

The high performance receiver assembly is constructed as a

Kalman filter using both satellite signals and auxiliary inputs

to determine its position. Thne use of inertial components makes

it possible for the receiver to keep accurate track of its po-

sition during long periods of signal loss. The inertial Measure-

ment Unit (IMU) may also assist in refining the navigation solu-

tion during periods of normal signal reception. A barometric

altimeter can stabilize the vertical component of the inertial

system. The effect of the filtering is to average over several

measurements, so that a particular position estimate will depend

on both past and present signal delays and accelerometer outputs.

For this to work ideally, the time constants of the receiver

filter should be smaller than those of the channel (including

unpredictable receiver motions). It is not a priori known how

this receiver will be implemented, but anything between almost

completely software and almost completely hardware approaches

is possible.
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The antenna system is an important part of the GDM receiver,

as it is the first step in jamming suppression. The receiver is

scheduled to operate with both a baseline antenna and a high-

performance antenna. Both antenna systems will operate with

satellites at an elevation of 50 or more. A high performance

antenna may use new advanced technology, with multi-element

arrays to improve the suppression of jamming and multipath.

Several configurations are possible, and the antenna operation

may be integrated with the receiver operation in a way to make

realistic simulation difficult. However, the operation

with the baseline antenna is relatively easy to simulate. The

baseline antenna assembly consists of two conformal crossed

slot antennas to provide hemispheric coverage and a conformal

annular slot antenna providing low angle coverage. The assembly

may provide only one, two, or three RF inputs to the receiver.

Therefore the antenna can be included in the simulation, and

RF input provided directly at the input to the preamps.

The receiver will be able to operate in several modes all of

which may be tested by simulation. The primary GDM receiver

models are determined by combinations of several factors.

* 4 to 5 satellite signals received simultaneously

• 2 satellite signals received at a time

* L2 signals only received sequentially,
LI signals simultaneously

* Ll & L2 signals received

* L1 only

* inertial signals utilized

* altimeter measurements used

* ionosphere model used (Ll only)

* troposphere model used.
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In addition, the system may operate in several secondary modes,

9 Receiver self-test.

* Inertial system ground alignment.

0 Inertial system in-air alignment

0 Inertial navigation only.

* Initial acquisition.

The receiver shall satisfy requirements for initial signal

acquisition, reacquisition, and synchronization recovery under

specified conditions of jamming and vehicle motion. The degree

to which these requirements are satisfied can be tested by the

simulation.

3.3.2.3 Satellite Effects

The signals transmitted from the satellites contain both

ranging waveforms with a low sidelobe auto-correlation function,

and binary data with information on the satellite's position,

velocity, clock, attitude, as well as ionospheric and tropo-

spheric data. This information may be transmitted on either

of the two carriers Ll - 1.6 GHz, and L2 1.2 GHz.

The motion of the satellite affects the received signals,

creating Doppler, Doppler changes, etc. For the purpose of

testing the receiver, it is adequate to assume a circular orbit

around the inertial center of the earth. It will be pract-

ical to simplify this trajectory further and approximate it by

small piecewise linear segments.
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3.3.2.4 Propagation Effects

Another objective of the simulation is to test the response

of the GDM receiver to several important propagation phenomena.

The receiver may include software designed to correct some of the

errors induced by propagation effects, and realistic tests of

this software are needed for meaningful evaluation of the recei-

ver. We now summarize some of the effects that may be found.

The troposphere will cause errors in the delay estimate

due to a velocity of propagation slightly smaller than the free

space velocity of light. This effect is particularly pronounced

for low elevation satellites, and the tropospheric delay is there-

for to be calculated for several points of the satellite trajec-

tory, and under representative atmospheric conditions. Prefer-

ably a stochastic model should be used in order to avoid the

perfect behavior that could arise if the receiver happens to be

using the same model.

The ionosphere can introduce even larger delay errors. The

receiver can compensate for these errors in two ways. The best

is to use the two frequency reception technique, taking advantage

of the fact that the delay is inversely proportional to the square

of the frequency. Thus both frequencies need to be incorpoztted

in the simulation, and differential delay properly simulated

including deviaL ns from the theoretical formula.

The relevant theory of ionospheric delay was discussed in

Section 3.2. along with a summary of several empirical ionos-

phere models.

The atmosphere may introduce a Doppler error which is due

to the deviation of the path from the straight line between
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transmitter and receiver. It is shown in Appendix A that this

frequency error is

ff - (n o sin 01 -sin 0 ) R

w, cs e

s = angular velocity of the satellite

no  = surface refractivity

R = Radius of Earth
0

01 = incidence angle of arriving path

6 = incidence angle to the satellite.
0

A rough calculation in Appendix A indicates that the ionospheric

Doppler can be ignored. At low elevations strong gradients in

the troposphere may cause a noticable shift in frequency, but

it will not be necessary to simulate this effect unless the

receiver is equipped to compensate for this error.

Ionospheric inhomogenities can cause fluctuations in both

delay and amplitude (scintillation) of the received signal, due

to the combined motions of the satellite, tl ' receiver, and the

ionosphere. The time scale of ioncspheric fluctuations was estimated

in an eatiier memo to be on the order of seconds or longer. This

should be large enough to avoid significant effects on the recei-

ver dynamic filters. In addition the rms fluctuation of the electron

density is believed to be so small (10 1 electrons/m 3 estimate4 by
15 3Booker, []5], out of approximately 10 electrons/m ) that the cor-

responding delay fluctuations can be ignoreA.

Scintillation at the frequencies involved is relatively small

as it generally follows an inverse power law with frequency.

It is convenient to describe the scintillation in terms of the
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m parameter of the Nakagami m-distribution. This parameter

can be related to the various scintillation indices. The vari-

ation with frequency is

l Ml / log f 1 (295)

mn2  2 m

The spectral index ranges from 2 to 4, with the most likely

value around 3. 'he -m-parameter at 1.2 to 1.6 GHz can be over

1000 resulting in only a few percent scintillation. Thus it may

not be necessary to include this effect either.

Multipath can result in much deeper fades and significant

delay errors. The order of magnitude of delay errors that can be

expected were analyzed in a previous memo for a receiver of the

passive matched filter type. Similar errors can be expected for

an active filter receiver. Since the multipath will also induce

erroneous Doppler shifts, it is clear that some multipath capa-

bility should be included in the simulation facility.

3.3.2.5 Jain Tests

Tie simulation facility should provide for various kinds of
jarimning te.,ts, such a s CK;, pulse, and r-epeat jamming. The effect

of multiple Jammers can "be simulated in connection with the base-

line antenna. More complicated tests of the antijam capability

of the high performance antenna system might be possible using the

CSEL roof- top ,.acility and available airborne or ground band

jamming transmitters.

The jamming may cause deteriorated navigation accuracy, pro-

!onge_ or nomnplate absence of initial acquisition, as well as lack

of reacquisition or synchronization capability. This may occur

for one or all satellites. It is for these situations that a
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simulation involving the inertial system is important.

3.3.2.6 Summary of Features to be Exercised

We now collect the results of the discussions in the pre-

vious sections, and summarize the total amount of features that

should, or right, be tested by the simulation. The relative im-

portance of some of the various effects to be simulated is briefly

touched upon.

1) Selection of four satellites for best GDOP when more
than four satellites can be received. This is of
secondary importance for checking GDM operation, and
can be omitted when the cost per satellite simulated
is high. Alternatively a simple low accuracy fifth
satellite can be used.

2) r, i measurements

3) Data demodulator

4) Kalman filter dynamics

5) Inertial Measurement Unit errors. Important during
jamming experiments.

6) GDM computer programs, local performance estimates, etc.

7) Sequential or simultaneous signal processing. See
Section 2.2 for details.

8) Atmospheric corrections, both ionospheric and tropo-
spheric. Important for medium accuracy receivers
using only the Ll frequency.

9) Jamming immunity.

10) Multipath protection.

11) Operational modes.

12) Performance with partial satellite loss.
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13) Base-line antenna assembly.

14) High performance antenna assembly. A complete test

with this antenna may be too costly.

15) Initial acquisition performance,

16) Reacquisition.

17) Synchronization recovery.

18) Data recovery.

3.3.3 Re irements for a Successful Simulation

In this section we discuss in more detail some of the require-

ments that must be met by the individual parts of the simulator.

This inclades both conEiguration and accuracy requirements.

3.3.3.1 Satellite Rkelated Reauirements

Each satellite emits two frequencies, Ll - 1.6 GHz and

L2 - 1.2 GHz. The data and protected sequence are modulated at

a rate of 10 M bits/sec. It is assumed that the transmitting band-

width is 20 MHz, such that the sidelobes in the signal spectrum

can be ignored.

The Doppler shift introduced by the satellite can be calculated

using the notation defined in Fig. 24. The radial velocity is

seen to be

v r  Vsa t cos (e+ C)

R
R Vsat cos e. (296)

s

For a 12 hour period satellite in a circular orbit, we have

R = 20218 km
s

v sat= 3870 m/s.
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Figure 24. Geometry for Satellite
Doppler Calculation.
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R is the earth radius

R 6374 km.

At the lowest elevation of e = 5 , we have

g v = 1215 m/s,r

giving a Doppler shift at 1.6 GHz of 6.5 kHz. This calculation

ignores the effect of the rotation of the earth, which depends

on the latitude and longitude of the receiver as well as the

orientation of the satellite orbit. If the satellites follow

the rotation of the earth, the above value is a worst case, if

not, 10 kHz can be taken as the worst case value.

To generate the Doppler shifts a frequency synthesizer is

required which shifts both the Ll and L2 carriers, as well as

the modulation rate. Without going into the precise construction

of the synthesizer, we can still discuss the main feature of its

operation. The functional diagram is shown in Fig. 25. The

synthesizer is conceived as a completely digitally controlled

device, with the main input being the Doppler. Direct read-out

of the phase is possible, and the current phase can be reset

when desired. When only the frequency is input, the current

phase is computed digitally by simply adding the binary number

representing the frequency of the phase accumulator at a fixed

rate. The digital phase is converted to a low frequency analog

phase, which again is converted to the modulation frequency and

IF or RF. The synthesizer discussion is based on a design resolu-

tion criterion of < 1 nsec delay errors, and < .01 ft/sec velocity

errors.

The rate at which the frequency synthesizer is controlled

determines the accuracy of the simulated trajectory. For practical
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reasons a maximum of 100 Doppler updates per second is considered.

We can then evaluate the worst case postion errors due to

this Doppler sampling. Assuming a rmaximum acceleration of

10 G, the velocity may change by as much as 1 m/sec in a 10 msec

interval. This is considerably larger than the synthesizer reso-

lution, but will result in adequate trajectory representation

over several samples, as the receiver performs some averaging.

However, the successiv Doppler shifts must be carefully cal-

culated so as to average out the errors over several updates.

We shall see later that this is particularly important when

controlling the delays with the frequency synthesizer.

The update time interval chosen is of the same order of

magnitude as the maximum differential delay between two sate]-

lites. Table 19 shows the delay between signals from a

satellite at zenith, and a satellite at an elevation of O° .

TABLE 19. MAXIMAL DIFFERENTIAL DELAYS

o Delay, msec

00 17.8

50 16

100 14

150 12.8

250 9.5

30 °  8.1
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Thus one satellite may be updated up to two times after receptiun

before tht corresponding signal from another satellite is received.

This is imp,_ tant for some considerations concerning delay control

in Section 3.3.5.

3.3.3.2 Propagation Effects

The delay introduced by the ionosphere is discussed in

Section 3.2. It was found that ionospheric delays can be as

large as 50 nsec, and up to 200 nsec at a 50 elevation of the

satellite. At 1.2 GHz at most 350 nsec can be expected. It

was seen in Section 2 that Doppler effects in the ionosphere

can be ignored.

Tropospheric delays were calculated by Altschuler and

Kalaghan [5] who found delays of 7 nsec at vertical incidence

and 80 nsec at a 50 elevation. In total, at most 300 to 400 nsec

atmospheric delay can be expected, and this has to be calculated

for each satellite with the accuracy required ( 1 nsec).

The path scintillation, and the sky noise (if necessary) do

not require great accuracy, since reproducibility is the only

important factor here.

As discussed in Section 3.2, multipath delays greater

than 100 to 200 nsec need not be simulated directly, since the

reflected signal appears as noise at larger delays. Great ac-

curacy is not required in the differential delay, since the

performance will not be much different at relatively close de-

lays. The requirements are based on short delay and deep fades,

and longer delays with an arbitrary phase relationship between

the direct and reflected signals. Delays smaller than 10 nsec

should not be necessary. Accuracy requirements on the attenuation
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are not very stringent either; only the case of near perfect
0

reflection and a 180 phase shift requires some care, as it can

result in complete signal fades.

3.3.3.3 Simulation of Auxiliary Sensors

The simulator shall provide X, Y, Z acceleration inputs

to the GDM receiver, as well as barometric altitude. These inputs

may be provided directly to the GDM data processor, or via the de-

signated interfaces.

The accuracy required of the acceleration inputs may be de--

termined by the accuracy of the inertial syster itself. The

maximum accuracy can be found without reference to the particular

device, however. If the accelerations are updated 100 times per

second, and a velocity uncertainty less than .01 feet/sec is

desired, then the necessary acceleration accuracy is approximately
2.3 m/s . The inertial trajectory (i.e., as computed from inertial

input) is then approximated by sections of constant acceleration.

".ie accele, ations needed for the simulation can be calculated as

outpu-- of a digital filter, cr directly by the formula

.n+l - 2rn + rn-i

_q = 2 (297)

where A = .01 sec.

The altitude measurement uncertainty is given by the proper-

ties of the altimeter. It need not be given with any greater

accuracy than the system accuracy of 1 nsec., and may be orders of

magnitude larger with conventional barometric altimeters.

3.3.3.4 Antenna Effects

Some antenna effects need to be included in the simulation,

as they may have rather important consequences for the performance.

Simulation of the . 1h performance antenna is not considered feasible
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at this stage, however, so we concentrate on the baseline antenna

system. The simulator supplies RF signals to the preamplifier for

each antenna. It is generally reasonable to assume that the an-

tennas are so closely spaced that any differential delay can be

disregarded. If this is not the case, a short delay can be intro-

duced using tapped coaxial cable delay lines. This complicates

the combining of the satellite signals somewhat, and should be

avoided if possible. It is necessary for re..eivers using widely

spaced antennas combined with software corrections based on at-

titude estimates. In this case it may also be necessary to pro-

vide attitude sensors to the receiver.

3.3.3.5 Best Achievable Accuracy

The accuracy obtainable with an optimal receiver is found

in Lerms of the Cram r-Rao bound ri Appendix B. Based on a

transmitter power of 450 W, a receiwr noise temperature of

3000 '. and a distance of 12,000 km, the lower bound of the ranging

error is determined as a function of the additonal gain due to

the integration and the antenna pattern. The results are repeated

in Table 20. With an antenna gain of 20 dB, and a processing gain

of 30 dB, a ranging error of less than one foot is theoretically

possible. This substantiates the soundness of the high-resolution

requirements of the simulator.

TABLE 20. THEORETICAL ACCURACY BOUNDS

Tota1
Gain Ranging Error
LdB1, [feet

20 26

25 14.6

30 8.2

35 4.6

40 2.6

45 3.5

50 .82
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3.3.3.6 Summary of Effects to be Simulated

We now list the total number of parameters included in the

simulation, as emerging from the discussion above.

1) Attenuation, not critical

2) Delay, 1 ns accuracy

3) Doppler, 19 mHz accuracy

4) Scintillation, as in 1)

5) Multipath delay 0 - 200 ns, resolution not
critical

7) Inertial system parameters, see Section 3.3.3.3.

8) Altitude (Barometric)

9) Data

10) Number of satellites, maximum 5

11) Jamming waveforms

12) Individual antenna input, degree of complexity
depending on conditions

13) Attitude measurements (optional)

3.3.4 How to Meet the Requirements

In this section we discuss how to accomplish the tasks set

out in Section 3.3.3. The main thrust is on the division of the

system into IF/RF hardware, digital hardware, and software.

3.3.4.1 Tasks to be Implemented

A large amount of the tasks are inherently software oriented.

This includes the computation of satellite and receiver traject-

ories, e-onrdinntirnforto ,m~c~n a ra caU~

tions, as well as generating the necessary auxiliary data and

parameters (inertial system, altimeter, command of GD1M display

systems, etc.). All of these calculations are fairly standard and

computational procedures exist in most cases.
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The atmospheric delay calculations will clearly also require

software control. The ionoopheric model uses pseudo ionospheric

parameters, some of which may also be supplied to the receiver,

either directly or via the downlink data modulation. As an

example, the NASA-DBA model (Bent et. al., [63) is specified

by seven parameters

(1) The critical frequency f0 F2

(2) The height of the F2 layer (h )

(3) The half thickness of the bottom side layer (y
m

(4) The half thickness of the top side layer (yt)

(5) ki, decay constant for lower third of top side layer

(6) k2 , decay constant f(,r middle third of top side layer

(7) k3, decay constant for upper third of top side layer.

These parameters are computed from generally available observa-

tions, such as f F2, maximua usable frequency factor, daily solar0

flux, running average of monthly solar flux, magnetic dip, geo--

graphicand magnetic latitude, time of day, season, etc. in ad-

dition to performing these calculations, i.t can be necessary to

add a random term to the computed delay to avoid the G94

receiver, using the same model, ca].culnzing the ionospheric delay

exactly. The tropospheric model requires si.:ilar calculations.

The parameters involved were described in the previous memo on

the GPS simultation fa-clity.

The remaining tasks can be implemented in hardwaro.

This includes

Generation of satell.ite signa s with
Doppler shifts

Modulation of p-sequer'ces and do~.m-link ata

Mu I t i pa kth



0 Noise

0 Jamming (interference)

• Construction of inputs to antenna elements

* Scintillation.

These tasks can be achieved in various IF/RF/Digital configurations

which will be discussed later.

3.3.4.2 Methods of Implementation

In the most desirable system the entire simulation is per-

formed in one on-line operation. This would permit real-time

operator control of the vehicle trajectory with immediate display

of the navigation performance. As a result, easier determination

of worst case receiver conditions could be performed. Unfortunately,

the amount of numerical computations necessary to accomplish such

a task is tremendous and a practical computer capacity prohibits

such operation. The software tasks are therefore divided into

off-line and on-line computations. The description of these tasks

is presented in Section 3.3.6 with an approximate evaluation of

the complexity involved.

The items designed for a hardware implementation are treated

in Sections 3.3.5 and 3.3.7. We do not discuss the implementation of

the frequency synthesizer, but only the use of a synthesizer in

constructing a realistic model of the channel. The main problems

with the creaLion of a variable delay and the handling of the GDM
antenna are treated in Section 3.3.5, while Section 3.3.7 zontains the

hardware requirements for various configurations. Some of the

main alter'atives invoived in the choice of system configurations

ar.e
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1) IF or RF channel simulation

2) open or closed loop delay control

3) where to introduce jamming.

A number of alternatives causing compromises in simulation perform-

ance are treated in the next paragraph.

3.3.4.3 Compromises of the Complete Implementation

As has been mentioned earlier, the simulation of the complete

GDM, including the high performance antenna assembly, may be im-

practical when too many antenna elements are involved. We shall

therefore restrict ourselves to consider use of the baseline an-

tenna assembly only. This leaves us with the baseline simulator

configuration in Fig. 26. Of course, this does not necessarily

mean that the high performance antenna cannot be included if it

only has a few Ulements.

It will be seen in Section 3.3.5 that even the baseline antenna

can require a large amount of RF circuitry due to the several an-

tennas and their directional patterns. At the cost of a less

informative simulation this can be reduced by

a) Consider omnidirectional antennas and ignore
individual fading.

b) Use of only one antenna element in the tranz e" of
the signals to the GWM, and supply the G. 1W witb
the information necessary for neglecting the re-
maining elements.

A major contri'bution to the cost of the Pimu.ation facillty

is the need for eight frequency synthesizers to zepresoet the

two-frequency transmissions from the satellites. With an altrxna-

tive method discussed in Section 3.3.5, ffolr frequency synthesizers
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and four variable-delay lines are needed. A substantial reduction

of hardware requirements can b' achieved by only testing the range

and range rate performance on a single satellite-receiver path.

The configuration is sketched in Fig. 27. In this approach only

one channel .s simulated jni hardwa';*e, and the rest are represented

by digital l.inks supplying he information directly to the GDM

computer. The implementations of thie method requires signifcant

modifications of the GM software and, as a consequence, can not

serve to evaluate a large part of the software performance. It

will still be possible, however, to check the K-filter operation,

the utilit-' of inertial and auxiliary parameters, the position and

velocity computation program, GDOP performance, in facL anything

but antenna performance, pseudo-ranae and range rate correlations,

and GDM software etficiency.

Other simplifications include the eliwination of all or part

of che multipath, scintillation, and noise capabilities, all of which

are deemed to be of secondary importance.

3.3.5 Methods of 1.mplenientirig some of the eRequirements

We discuss here some of the requirements that way need a

hardware implementation. Excluded is the construction of the

frequency synthesizer, as it has been treated elsewhere. The :;nan

problem is; Lbe simulation of delays, and we will present four

methods of implententing these delays. These methods consist of

open loop and closed loop clock control, and two tapped delay line

configurations. We will also br'iefly discuss the constrI.ction oi

the antenna inputs.
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3.3.5.1 Open Loop Clock Control of Delay and Doppler

If all satellites are controlled by independent clocks, run-

ning one clock faster than another will affect both carrier and

modulation and effect a linearly increasing delay, since the recei-

ver will receive in a fixed time more pulses from one satellite

than from the other. In practice we can not expect independent

clocks per se, but rather a series of frequency synthesizers as

in Fig. 26.

Delays are controlled easily using these synthesizers by

simply controlling the Doppler frequency input. Some errors may

be introduced in this approach due to Doppler quantization and

other uncertainties. We analyze first the delay errors accumulated

over a given time assuming that the Doppler is stepped at inter-

vals of L = .01 sec and with independent quantization errors of

10 mHz.

Suppose that at time t=T the carrier phase is w (t-T) + co'

and that at this time the frequen- changes to wI. The phase at

time t is then

CP(t) = w1 (t-T) + p0

or

(t) W( T + i (t-T)) + (298)

Thus a time delay at T+A of

W. - 0 1  (299)J. W.

has been effected. The total delay after n changes in frequency

is
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n
T o Z (W -w.). (300)
n i=l

If the frequency changes continually, this can be written

T+t w0 -W(o)
T(t) = - do. (301)

T o

Let us call the Doppler offset

6 w = Wo -W. (302)

We consider two types of errors, namely the case of a constant

Doppler offset error, and the case of independent uniformly dis-

tributed frequency errors due to random quantization errors.

Assuming the frequency resolution at 1.6 GHz is 19 mHz we have

a maximum offset of 9.5 mHz ( - 10 mHz). If a constant error of

10 mHz exists in the Doppler, the error after T sec is

10 mHz
6 Tma x  T x (303)

When the center frequency is 1.6 GHz and a maximum delay error

of 1 nsec is allowed, then we get

1.6 GHz
T < 1 nsec x 1 160 sec.-- i0 mHz

Thus a constant frequency error of this magnitude implies that

the simulation can only run 2 to 3 minutes without exc(ossive

delay errors.

The second case, which appears more likely, can be analyzed

by calculating the variance 6T2 of the delay error, since now

it is assumed that 6T = 0. We have from Eq. (300)
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- -- ~ ' -~*. 2 jV 5

2 T/A

t J t0 i=1l

AT 2 (304)
20

f
0

If 6f has a rectangular distribution on i6fl < fl' fl = 10 mHz,

we get
2 = 1 2

If we allow a6 = 1 nsec, and A = .01 sec, then the allowable

time is

2 2
T ( nsec) (1.6 GHz) = 7.68 10(^ sec.

-- 2
.01 x (10 mHz)

3

This time is so large, that errors during normal simulation

can usually be ignored.

Thus only biased errors can have a significant effect, and

we easily see how to eliminate any bias thai may arise in the

quantization process itself. It simply consists of tracking the

phase, and controlling the Doppler to keep a bounded phase error.

t'his is easily done digitally, and eliminates the bias completely.

However, there may still be errors introduced in the later

analog stages of the synthesizer, and such errors will accumulate.

in addition, there can bt problems in setting up the initial time

delay for a simulation experiment. Since the loop is not closed,

err3ro 4.n The initial delay will not disappear. In the next

section we de.'eop a vety simple digital technique for closing

the loop, thus eliminating the uncertajrtties left in the above

scheme.
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3.3.5.2 Doppler Control with Delay Feedback Compensation

The principle of the feedback loop is shown in Fig. 28. The

delay with respect to a known reference is measured directly on

the 10 Mbps baseband sequence before modulating it on the carrier

and before filtering to reirove the sidelobes. Thus in effect

infinite bandwidth is available to measure the delay, and high ac-

curacy is possible. The measured delay is compared with the de-

sired delay funished by the computer, and if it is too large,

a positive Doppler correction is added to the computed Doppler,

thus allowing the delay to diminish. Since the feedback loop is

all digital the implementation is extremely simple. It also turns

out that independent clocks can be used for the Doppler updates and

for the delay measurements so that the configuration is very

flexible. This last feature holds when the desired Dopplers and

Delays are computed according to the simple formula

n+'rn +n A, (305)

where h again is the period between Doppler updates. This

amounts to z.pproximating the trajectory by linear segments befoxe

applying the inputs to the syntbesi,-er. As discussed in Section

3.3.3.1, velocity errors of I m/sec can then occur over short

periods of time, while the average error will be much smaller.

Fig. 29 shows how the codex/delay sampler can be implemented.

Both the reference 10 MHz sequence, and the satellite 10 MHz

+Doppler sequence are used to drive M-sequence generatois or other

similar code generators. At regular intervals a segment of the

reference sequence is frozen in a shift reg Tis shift eis-

ter has to be at least as long as the shift register in the genera-

tor so that a particular segment only occurs once in the entire

sequence. At the time the reference sequence is frozen, a counter
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starts which only stops when the same segment is detected in the

satellite signal. The detection is accomplished by a bitwise

Ex.ilusive-OR'ing of the two sequences, followed by a NOR'ing of

their outputs. When the NOR gate output is a 1, the two shift-

register sequences are identical. This will determine delay with

respect to the reference to within 100 ns (coarse delay estimate).

The fine delay estimate is found by measuring the phase between

the two clock sequences. This is the unly part of the delay samp-

ler that may not be completely digital. It can be implemented by

a simple integrator and wideband sample and hold devi~ces followed
by an A/D converter. It can also be accomplished by counting at

a much higher rate, or by correlating the two clock sequences.

With the last approach it is necessary to use the output of the

shift register comparison to resolve the phase ambiguity. It is

clear, however, that a simple inexpensive implementation can be

achieved.

Since only relatively small segments are used, the relative time

contraction of the two sequences will not influence the resulting

estimate of the delay. The circuit in Fig. 29 can be used for

each satellite and each transmitted frequency, a total of 8 times.

Only the reference clock, and the related clock filling the reference

shift register, is shared by all satellites.

Each satellite and frequency will be transmitting mutually

orthogonal sequences. A simple way of accomplishing this 1s to

use shifted M-sequences. A sequence generated by, say, a 33-stage

shift register will not repeat itself for a period of

(2 - 1) x 100 nsec = 859 sec.
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If eight shifted versions of the sequence are used they will be

orthogonal over a period of approximately 107 sec, much more

than needed for controlling the differential delays shown in Table

19. Although it is convenient to use an M-sequence, the circuits

will work with any finite stage sequence generator, so that nonlinear

secure codes can also be used. The only requirement is that the

shift-registers are long enough to assure that the segments only

occur once in the entire sequence.

We now analyze the performance of the closed loop system in

Fig. 28. It is assumed that the desired Doppler and delay are

related by Eq. (305), and it is therefore possible to model the

closed loop by the circuit in Fig.30 . The notation used in

the figure is as follows. The desired Dopp - 6W is computed

directly from the desired delay's T . The aditive error cn n
is due to quantization errors in both the desired Doppler and

in the Doppler correction. The factor a is given by

A
CL 0 (306)

where A is the Doppler update period. 11n is observation
A

noise. T is the actually implemented delay while T is the
n n

delay observed by the delay sampler in Fig. 29. The feedback gain

k is to be chosen subject to stability and accuracy requirements.

We write the equation of evolution for the closed loop system

in terms of the error in the implemented delay,

/A

e T T (307)n n n
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and get

en+1 - (1-ak) en -ak "n aen" (308)

This is independent of the actual desired Doppler 6w , and holds

even if the delays are measured at a slower rate than the Doppler

updates. The error depends only on the initial error and the un-

certainties en an n" The loop is stable as long as

11 - < 1. (309)

Assuming constant gain k and zero-mean independent errors,

we have

e2+ (1 k) 2 2 2 2 2 2(3.0)
=- n C

The steady state error for a stable system is
2 k2 2

- a +k a..
2 _ e

e 2 k 2- k (311)

The value of k minimizing this error is

2 a 2, + a
__2 2 2 2 (

ko 0 2_2+_ 2 a (312)

and the minimum steady state error is

2 s 22

e + + 22 (313)CO, 0 2 2 a T18
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As we shall see later, however, this opt.:mal value is not practical

because it results in too long an integration time.

If the errors e In' contain a bias, the mean steady state
PV ~n n

error is

--- £--~ (314)

This shows why it is not desirable to choose k tgo small.

Before considering numerical examples, let us see what happens

if the gain is allowed to vary. Then Eq. (308) .ecomes

en+1  =)en - A- kn n (315)

For zero-mean errors it is easily found that the optimal value of

k is 2n e en
k = -- (316)

en + a2

The error variance then satisfies the equation

e 122 +e 2 a 2(317)

The steady state solution to this nonlinear equation is just Eq.

(313). It is interesting to note that Eq. (315) suggests

a nonlinear feed-back scheme which will eliminate the initial

error instantly.

If we take

e
2

k 1 n (318)
n a e12 + a 2

n
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where ' = en + Tn is the measured error, then we have

2 e2
en+ = e -G---- e~ 39

n+l n 9 2 n
e' + o e +Y

n n

If e' is large, thenn

en+ I  - n - n .

If e' is small,
n

en+1  en - e an - n

The nonlinear feedback therefore reduces the error to that of
2

observation. By using a running average of e' instead of the
n

instantaneous value, smaller errors result. For zero-mean errors

the uncertainty is

: 2- ( 2 " 2
2 = 2 + a (320)'

This is in contrast to the case where a constant gain is chosen

which requires several measurements before the initial error is

reduced. However, the steady state performance of the constant

gain filter is much better.

The constant gain loop performance is mainly determined by

the corresponding time constant. We shall arbitrarily define this

time as the time in which the initiai error is reduced by 90%,

1i.e.,
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t =
10%

where

We now consider a numerical example. We take

A = 0.01 sec

f = 1.6 GHz

= 9.95 10 sec

a 10 - 2 sec- 1

a = 5 nsec.

The minimum steady state error is found from Eq. (313),

2 -24
e 2 a a, - 5 x 10 ,

or

a T 2.2 psec.

Thus extreme accuracy is theoretically possible with unbiased

errors, but it requires a very small value of k, and hence a long

convergence time. Using Eq. (312) it is found that

T10% 40 min.

It is therefore necessary to consider more realistic values of

k. If k is chosen such that
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n = 1 = 100,
it2

k - 2.3 "i0.

Then we find from Eq. (311).

2I

T e 2 0.54 nsec

With this value of k the steady state bias in Eq. (314) can

also be ignored if n 0, and <a

If the nonlinear feedback in Eq. (318) is used, immediate

convergence results, but the error is limited by the observation

error

a = 5 nsec.

In conclusion, excellent performance can be obtained using

the constant gain closed loop. The choice of the gain is mainly

determined by reasonable bounds on the convergence time, which

again is determined by the amoui,4- of biased error in the Doppler

offset, as well as the stability of the frequency synthesizer.

3.3.5.3 Tapped Delay Line Implementations

A disadvantage of the technique in Section 3.3.5.2 is that

independent frequency synthesizers are needed for all eight chan.-

nels (2 frequencies per satellite). As an alternative, four synthe-

sizers can be used, each generating both the Ll and L2 frequencies.

In this way the Doppler will still be correct on both frequencies,
but it will n t be possible 4-r% vn -1-t th f nce- d -;

ionospheric delays at the two frequencies. This differential delay
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will in all likelihood be less than 150 nsec, and it may therefore

be more economical to use a tapped delay line to simulate this part

of the system.

The conceptually simplest way of implementing the tapped delay

line is to have a long line with taps spaced at I to 2 nsec, and

then simply switch from one tap to another as the delay changes.

This is illustrated in Fig. 31. It is immaterial whether the

carrier is upconverted before or after the line with this configura-

tion. The variable delay is designed for the 1.2 GHz signal, but it

will usually be performed at IF, say, a 70 MHz or 560 MHz signal

directly from the synthesizer. To preserve phase continuity when

the delay is switched, it is desirable to space the taps an integral

number of wave lengths. The implementation in Fig.31 may require

several hundred electronic switches, which may be too complicated.

A method requi'.ing fewer taps is shown in Fig. 32, where a de-

lay is cbanged in steps by powers of 2. Again, phase continuity

is obtained by constraining the lengths of the lines to integral

multiples of the wavelength. The control of the line in Fig. 32

is also simpler since it is derived directly Etom the binary repre-

sentation of the delay. It is necessary to switch between two delay

lines at intervals no sinaller than the delay, since otherwise

information could get lost in the switching process. This will

also avoid large delay switching transients, but will require more

delay lines. It may be possible, however, to time-share the

,econd delay line between t he four satellites, since the maximum

delay of dppr...:inmtely 200 nsec Is much smaller than the rate of

updating (once every 10 msec at most). An alternate method

requiring slightly more complex switching circuitry and a know-

ledge of the next delay before the change, is illustrated in

187



-r4

A
*ra

-0

lea,



LU

LI

I ~iz

F4~

>1 Q

3:2

r04

U)it

N N
0) -P

9 ui A -11 0

t~189

- - tIt S~fla Ut&1flS3



Fig. 33 for a delay line of maximum length 7. The principle is

simply to set up the next delay using the currently unused delay

segments and an alternate output to be switched; only the output

switch is activated at the time of change of delay. Fig, 33 only

shows the connections required; the set-up of the switches is very

simple, and is shown in Fig. 34. The technique assumes that the

delay only changes by increments of one unit of delay. This is

a very reasonable assumption in most applications, including the

one of concern here.

One final method deserves mention. It utilizes the simple

delay line simulation in Fig. 31, but with variable tap gains

rather than switches. It also tal.-es advantage of the bandlimiting

in the transmitter to use more widely spaced taps. It can be

shown that the optimal spacing is slightly denser than the Nyqust

spacing. it is then necessary to weight several taps near the de-

lay. Figure 35 shows some typical tap gains as a function of

the delay. 'ifi e exact number of taps required using this approach

can only be calculated after a detailed system analysis, but a

rough estimate can be obtained if we assume

(1) Delay maximum 150 ns

(2) Bandwidth 20 MHz

3
(3) Tap Spacing 4W

4W"

It is then seen that only 5 to 11 taps are needed. Thus this ap-

proach can offer substantial savings in the number of taps, but

the control of the gains requires somewhat more complicated

circuitry.
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DELAY LINE CONNECTIONS DELAYS SW0ITCHED

W 2 134

4~ 44-5

5**6

Figure 33. Alternative Switched Tapped Delay
Line Signal Flows.

191



-0I

4

543

0)

U-I 0)

U

I') I') E-4 E'

0 4J
(d -A-

.- 4 3:

c19



1 TAP

F~~ 0 -- #12

11 1/

rr1
1

z
---__--- ft- TAP

01 TAP

______/A SPACING ->- TA

Figure 35. Typical Tap Gains
Tap Spacing .72/W

193



3.3.5.4 Antenna Signal Distribution

As discussed in Section 3.3.2.2, it is necessary to provide

separate inputs to each antenna in the assembly. This i.cludes

the phasing and attenuation of all eight satellite signals for

each antenna. We assume at most three antennas, as in the base-

line assembly. The Ll and L2 carriers for each satellite as well

as at least one Ll jammer and one L2 jammer go into each antenna.

Two different approaches are possible. One is to keep all

carriers and jammers at an intermediate frequency (e.g., 70 MHz)

all the way from the frequency synthesizer through multipath and

antenna combination networks and only heterodyne up to the Ll or

L2 frequency at the antenna input. This will at least save some

mixers, since there are fewer antennas than satellites and jammers.

The other approach is to work at RF throughout, which will result

in some savings since some of the L-band equipment already exists

at CSEL. An implementation requiring 10 mixers and 3-way splitters,

nine four-way combiners, and up to 24 attenuator and phase shifters

is shown in Fig. 36, If the receiver uses only one antenna

output when extracting a particular signal, then phase shifters are

not necessary. The attenuators may also be omitted without seriously

affecting the quality of the simulation since no 'elative attenua-

tion corresponds to a worst case of omnidirectional antennas.

However, some attenuation may be important when one antenna

is designed for low elevation satellites, while the other antennas

are aimed at high elevation satellites. Fig. 37 shows part of

a corresponding sll-IF combinatinn networks. The require-

ments in this case are three L-band hybrids, six mixers, and six

IF 5-way combiners. The number of attenuators and phase shifters

is as before.
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3.3.5.5 Summary and Recommendations

We have in this section discussed the implementation of

variable delays and the simulation of the antenna reception.

The two main methods of implementing delay are

(1) Eight independent frequency synthesizers,
with delay controlled by Doppler. The feedback
method of Section 3.3.5.2 is recommended to
stabilize the delay.

(2) Four independent frequency synthesizers, with delay
controlled by Doppler. They would create both L.z
and L2 signals but with the correct delay only for
the Ll (1.6 GHz). The additional delay of the L2
carriers is implemented using four tapped delav
lines, such as the ones in Figures 31 through 33.

The choice between the two methods should be based on the

relative costs of delay line vs. synthesizer implementation.

3.3.6 Software and Computational Requirements

The simulation facility requires a fair amount of software

due to necessary flexibility of the system. Various degrees of

flexibility can be obtained depending on how much real-time

analysis is desired. We will here make a rough sketch of the

requirements of the simplest scheme, where all computations are

done beforehand, and only the minimum amount of data recorded for

the real-tinte simulation.
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3.3.6.1 Calculations that can be done before the Simulation

Many of the calculations can be done most economically

beforehand. This includes the satellite trajectory and atmos-

pheric effects. The receiver parameters are also included, but

if desirable,certain real-time control of the receiver is possible

at the cost of a much more complex computer programming effort.

Table 21 lists the necessary program functions in the three

stages: Pre-simulation, simulation, and post-simulation.

Table 22 groups some of the data storage requirements for

the off-line pre-simulation and post-simulation stages.

3.3.6.2 Real-Time Data Requirements

We now discuss the data rates and computational requirements

of the simulation. It is assumed that the delay feedback of Section

3.3.5 is used, and that the Doppler is to be computed from Eq. (305),

so that only the delay need L.o be recorded on the input tape. The

parameters needed on this tape are listed in Table 23. Some of

these parameters should be updated at the maximal rate of 100 per

second, while others can be updated at a much slower rate. The

high rate data will often be sufficiently slowly varying so that

a differential encoding, or more advanced prediction error cor-

rccting methods, can reduce the data rate considerably. We now

discuss the required data rates with these considerations in mind.

The down-link data are low rate, less than 100 bits per

second, so only one bit is required at each update time if we

assume 100 updates/sec.

The number of bits needed in the delay is determined by th

accuracy of the frequency synthesizer and the largest delay possible.
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TABLE 21. INDIVIDUAL PROGRAM MING STEPS REQUIRED

L Pre-Simulation

READ IN Satellite trajectory parameters

receiver trajectory parameters

multipath data
scintillations, attenuation

ionospheric model

tropospheric model

antenna parameters

mode of simulation, status, etc.

COMPUTE Satellite trajectories

receiver trajectory

Satellite to receiver paths

ionosphetic delay

tropospheric delay

downlink data

antenna pattern effects

delay and Doppler

jamming

inertial parameters

auxiliary parameters

PRINT Status

data read in

trajectory informaticn

RECORD delay (and possibly Doppler)

downlink data
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TABLE 9I (cont' d) '

RECORD (cont'd) Inertial and auxiliary parameters
multipath conditions

actual receiver position (velocity
altitude) for quick real-t'.ime
analys is

run-time status

antenna gains per satcellite
receiver antenna

jamming (type, on/off)

S IMULAT ION

READ tape generated

COMPUTE Doppler from delay

PRINT/DISPIAY error z..timate

RECORD estimated position, velocity,
time-of-day estimated ionospheric
and tropospheric correction,
range and range rate

I ~ POST SIMULATION

ANALYSI S

READ Pre-simulation recordings

t simulation result

ANALYZE errors, performance
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TABLE 22. OUTLINE OF DATA TO BE STORED

1) Status Record

2) 4 Satellite trajectories, ephemerides

3) Receiver Trajectory

4) Inertial Parameters

5) Auxiliary sensor parameters

6) Jamming parameters (type, position, power,--.)

7) Ionosphere Model Parameters

8) Tropospheric Model Parameters

9) Ionospheric Delays

0) Tropospheric Delays

) Satellite-Receiver Path Data

12) Antenna Parameters

13) Antenna Attenuation, phase, relative to jamming

14) Delay and Doppler

15) Multipath Parameters

16) Path attenuation and scintillation

17) Downlink Data

18) Computed Data, total (tape)

19) Measured Data, total (tape)

20) Results of analysis.
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TABLE 23. INPUT PARAMETER FOR SIMULATION

1) Downlink data

2) Delay

3) Inertial parameters

4) Altitude data

5) Multipath, delay(s) and reflection
coefficient (s)

6) Antenna combining factors, scintillation

7) Actual receiver position, velocity,
and altitude

8) Jamming; power, type.

9) Miscellaneous status parameters definIing
simulation mode.
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When the delay is directly encoded, the required resolution is
-131.25 x 10 seconds in order to get 20 mHz Doppler resolution

at 1.6 GHz. With a maximum differential delay of 20 msec, it
is found that 38 bits are required. A more efficient method is

to initially record the desired delay, and then implement only

the Doppler during the simulation. This will require 22 bits

for the Doppler with a maximum Doppler shift of about 40 kHz, a

saving of 16 bits. With a slight increase in the real-time com-

putations, we can encode changes in the Doppler shift instead.

With a nuximum acceleration of 10 g, we find that only 10 bits

are needed with a resolution of the acceleration of

5v = .003048 m/sec 2 .
6g .01 sec. .01 sec "

The same resolution is required for the acceleration parameters

of the inertial system, giving 10 bits per coordinate, or 30 bits

total. Differential encoding of the accelerations can reduce this
3to 12 bits total with a maximum jerk of 100 m/s . Additional input

from the gyro may be needed. It should be sufficient to reserve

16 bits for these and other auxiliary sensors except the altimeter.

Direct encoding of the altitude could require as much as

100,000 ft.log2  I ft. 20 bits.

Differential encoding, however, should only require 4 to 5 bits

in order to specify the altitude with sufficient accur-cy.

ultipath parameters include delay and reflection coefficient.

The reflection coeficients need only be determined initially. Since

only delays in the range of 0 to 200 nsoc are required for the
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simulation, at most 8 bits are needed to specify the delay. Dif-

ferential encoding can reduce this to 4 to 5 bits, and this can

be reduced even further by updating the delay at a much smaller

rate, as the exact delay need not be very precise. At most

four delays will be used, one for each satellite, and most of

the time one will be enough to test the multipath protection of

the receiver.

The receiver antenna signals require up to 24 attenuators

and phase-shifters, or complex multipliers. A rudimentary antenna

test may be performed with somewhat fewer elements, but we consider

the worst case here. The 48 numbers will be very slowly varying.

A 10-bit quantization and direct encoding would require 480 b: to,

while with differential encoding, 96 bits should be sufficient.

The quantization noise can be eliminated by filtering.

The actual receiver position, velocity and attitude parameters

can be encoded directly with 3 x 16 bits for position, 3 x 22 bits

for velocity, and 48 bits for other parameters such as roll, pitch

and yaw. This amounts to 162 bits. Differential encoding may

reduce this to about 3 x 10 bits (pos. or velocity only) plus

3 x 4 bits, at total of only 42 bits.

The jamming parameters should not require updates during

regular simulation, so it is not necessary to assign any bits

to these parameters.

To account for other parameters such as simulation modes,

data formats, etc., an absolute worst case should be 48 bits.

The results of the discussion aboveare given in Table 24.

Both the maximum and minimum ratio given (96 kbps, 28 kbps) can be

implemented with standard recording techniques. The smaller

rates alloy: for longer simulations and fewer tape reading errors.

The numbers given are worst-case, and additional savings should

be possible when designing the final system.
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TABLE 24. REAL-TIME DATA REQUIREMENTS

Parameters Bits/10 msec, Bits/ 10 msec
(See Table 6-3) direct encoding differentia] encoding

2 152 (88) 40

3 30-60 12-28

4 20 4-5

5 32 20

6 480 96

7 162 42

8 0 0

9 48 48

TOTAL 861-955 263-280
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3.3.7 Hardware Requirements

The exact hardware requirements will depend on the choice

of the configuration, of which many alternatives have been dis-

cussed in the previous section. Two such alternatives are shown

in Figs. 38 and 39.

The system in Fig. 38 is based on independent clock or

Doppier control of both the Ll and L2 frequencies. It consists

of eight signal generators, containing frequency synthesizers

(Section 3.3.3.1), exciters, possibly a delay feed-back loop as

described in Section 3.3.5.2, and possibly up-converters to bring

the simulated satellite signals to the desired L-band frequency.

If the signals are converted to RF the complete multipath test

can be carried out with only four delay lines, while otherwise

eight delay lines would be needed. However, in all likelihood

it will be sufficient with only one or two multipath delay

lines to test the implications of severe multipath conditions on

the GDM. The signals are combined in an assembly providing

signals from all satellitesto up to three antennas. A GDM con-

troller/interface assembly supplies control signals to the GDM

along with the inertial and remaining auxiliary parameters. It

also sends the GDM estimates back to the CSEL computer for on-

line analysis and recording. Alternatively, it may contain a

separate tape drive for direct rccording of the GDM data.

The configuration in Fig. 39 is identical except for the

use of only four signal generators and four variable delay lines.

The signal generator must supply both the Li and L2 signals with

the proper Doppler shifts and a common delay as required for the

L1 channel. The signal generator will be a slightly more complex

than the one used in Fig. 38 since it requires one extra carrier

frequency synthesizer. The variable delay line represents the
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differential ionospheric delay, and may be implemented by any

of the methods discussed in Section 3.3.5.3. We now try to assess

the amount of hardware needed.

3.3.7.1 IF/RF Hardware

The requirements for various configurations are listed in

Table 25 (a-d). Table 26 shows the total number of parts re-

quired for a full RF implementation, as well as the currently

available parts.

3.3.7.2 Digital Hardware and Interface Requirements

The digital interfaces of the simulation facility fall into

two categories. One consisting of interfaces with the governing

computer (PDP-II/20/45), and one consisting of interfaces with

the GDM.

The GDM interface can include some processing capability as

indicated by the term "GDM CONTROL" in Figs. 38, 39. It may

interface the GDM either through the GDM control/display assembly

or directly to the data processor via an extension of the vehicle

instrumentation system. In either case, special test programs are

required for the GDM to override the actual auxiliary sensors

and initial measuring unit output and to accept the inputs supplied

by the GDM control assembly. Provisions should also be made for

the transmission of pseudo range, range rate, estimated position

and velocity, estimated ionospheric delay and satellite clock,

etc. The GDM controller can be controlled by a microprocessor,

supervising the flow of data to and from GDM and PDP-lI/20, and

to a tape drive recording the results of the simulation. Alt=-

natively a simpler interface can be used with all control retained

by the PDP-11/20 or the PDP-II/45.
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TABLE 25 (a). HARDWARE REQUIREMENTS

UNIT PARTS NUMBER OF PARTS

Satellite Signal Frequency synthesizer

Generator, Supplying IF carrier

Alternative 1 and 10 MHz square

wave, both with and

without Doppler. 8

Code generators

a: without delay
feedback 8

b: with delay
feedback 16

Exciters

(not including jam-
ming) 12

IF/RF converters

a: RF propagation
Simulation 8

b: IF propagation
Simulation 0
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TABLE 25 (b). HARDWARE REQUIREMENTS

UNIT PARTS NUMBER OF PARTS

Satellite Signal Frequency synthesizer

Generator, supplying 10 MHz

Alternative 2 square wave and 2 IF

carriers,with proper

Doppler shifts 4

Code generators

a: without delay
feedback 8

b: with delay feed-
back 12

Exciters 12

(not including jam-
ming)

IF/RF converters

a: RF propagation
Simulation 8

b: IF propagation
Simulation 0

Variable Delay Tapped Delay Lines

with Digital control 4

(Section 5.3)
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TABLE 25 (c). HARDWARE REQUIREMENTS

UNIT PARTS NUMBER OF PARTS

Multipath L-Band combiners

a) RF implementation 4

b) IF implementation 0

Delay Lines

a) Full RF implementation 4

b) Full IF implementation 8

c) Minimal RF implementation 1

d) Minimal IF implementation 2
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TABLE 25(d). HARDWARE REQUIREMENTS

UNIT PARTS NUMBER OF PARTS

Jamming and 3-way splitters 6

Antenna Assembly

RF Implementation Attenuator & Phase-
shifter or

I & 0 Multiplier 24

Jammers, inc'..CodeI

Gen. and exciters 2

4-way L-band

Combiners 5-9

Jamming and L-Band Combiner 2

Antenna Assembly IF/RF Converters 6

IF Implementation IF 5-way Combiners 6

IF 3-way Splitters 10

Attenuator & Phase-
shifter or

I & 0 Multipl.ier 24

Jammers 2
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TABLE 26. TOTAL REQUIREMENTS FOR ALL RF IMPLEMENTATION WITHOUT
DEXTY FFiDBACK. ALTERNATIVE 2 IN PARENTHESIS

PARTS NUMBER OF PARTS CSEL AVAILABILITY

Frequency Synthe-

sizer 8(4) 1

Code Generator,
excl. jamming 8 0

RF Exciters, excl.
Jamming 12 4

IF/RF Converters 8 3

Variable Delay Line 0(4) 0

Multipath Units 4 0

L-band Combiners 13 1

L-band Splitters 10 ?

Variable Atten. &
Phaseshift 24 0

Jammers 2 1
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interfaces with the simulation facility are needed in the

following places:

1) Frequency synthesizers

2) Variable delay, if applicable

3) Multipath units

4) jamming units, optional

5) antenna assembly.

The interface may contain all of the delay feedback (if ap-

plicable) logic (Fig. 28),or the measured delay may be fed back

into the computer for a recomputation of the desired Doppler

shift.

3.3.8 Summary and Conclusions

We have outlined the requirements for a reliable simulation

of GPS/GDM receivers and suggested both the general structure

of the simulator as well as some particular implementations of

-the more critical elements. The division of hardware and soft-

ware functions has been made, together with a list of the neces-

sary parts and the complexity of alternative implementations.

Use of CSEL existing equipment has been taken into considera-

tion, in particular the following CSEL parts can be used:

* jamming generator

* signal combiners with amplitude control

* exciters (SIG), including fading

* clock, 5 MHz Rb

0 switching assembly

* digital control complex

* computer and interface facilities.
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A number of new parts are required, including:

* high precision frequency synthesizers

* variable-delay lines (trade-off against synthesizers)

* multipath

* antenna assembly, as required

• extensive off/on-line software support

• GDM software modifications, as required.

The main alternatives in the implementation are:

1) Implementation of variable delays. This can be achieved

with independent Doppler control of the synthesizers, either open

loop or closed loop using the baseband delay measurement

technique of Fig. 28 . All eight frequencies can be controlled

by using eight such frequency synthesizers, or by using only four

(one for each satellite) combined with a short variable delay

line for simulating the differential ionospheric delay of the

Ll-L2 signals. Several ways of implementing the delay are

presented in Sections 3.3.5.2 through 3.3.5.3.

It appears that the most economical implementation is with

four satellite simulators and four variable delay lines using

the baseband/digital technique described in connection with

Fig. 33 . The question of whether the delay feedback is neces-

sary to stabilize the delay accuracy cannot be determined with-

out testing directly the high precision frequency synthesizer.

It is recommended that a delay measurement technique similar to

the one in . 29 be used unless a complete receiver with single

ranging capaw1lity is immediately available.

2) Implementation of the channel portion at IF or RF. From

the point of view of antenna signal distribution, there is no

major differences in the complexity of the implementation in
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either case. However, the RF approach lends itself more readily

to realistic modifications, and exploits the capabilities of

the CSEL facility to a much higher degree. This approach is

therefore preferable.

3) Implementation of the antenna distributors. As a first

approach a single-antenna GDM ca:, be used. This may be suf-

ficient to test the most important features of the majority of

the GDM receivers with a baseline antenna assembly. Testing of

proper antenna utilization and problems which occur when switch-

ing between antennas may requ~ire that independent signals be

applied to each antenna. A possible configuration is shown in

Fig. 36. It is suggested that this problem be decided upon at a

later stage of the simulator analysis. Simulation of GDM's with
high performance antenna assemblies will require considerably

more study and will depend strongly on the type of antenna

used.

The feasibility of testing the high performance antennas

and the use of the roof top facility are questions open for future

study.
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SECTION 4

SATELLITE SIGNAL PROPAGATION

4.1 Introduction

Sections 2 and 3 were concerned with system aspects of the

LES 8/9 and NAVSTAR GPS simulation. In this section we address

certain satellite signal propagation properties. It is intended

as a guide in the setting of desired and jamming signal parameters.

The section is divided into two main parts. Section 4.2 is prima-

rily the result of a literature-survey on satellite signal scin-

tillation and the effect of the earth's atmosphere on satellite sig-

nal propagation. Section 4.3 addresses the problem of generating,

on a digital computer, probability density functions for use in

realistic simulation of scintillation.

4.2 Properties of Satellite Signals

In the absence of multipath, one would expect that the path

between a ground station and a satellite would present a nearly

ideal non-fading channel. However, measurements made on satellite

signals have shown that scintillation fading does occur. The fading

is dependent on time of day, season of the year, latitude, and radio

frequency. It is primarily due to small scale irregularities in the

electron density in the F layer of the ionosphere, at altitudes rang-

ing from 225 to 400 km. Thus, the same scintillation behavior would

be found at aircraft altitudes, e.g., 9 to 12 kin, as at earth stations.

In this section we present a survey of current results in satel-

lite propagation, as an aid in determining the proper means of simu-

lating satellite signal scintillation. The section is diviled in-

to subsections. In Section 4.2.1 the time and space dependence of

scintillations are reviewed. In Section 4.2.2, measures of scintil-

lation data are presented. Measured and modeled scintillation data

218



are compared in Section 4.2.3. In Section 4.2.4, the frequency

dependence of scintillation is discussed. Atmospheric effects

are discussed in Section 4.2.5.

4.2.1 Time and Space Dependence of Satellite Scintillation

Ionospheric scintillation can cause both signal enhancement

and fading. In this subsection we discuss the temporal and
geographic extent of this scintillation. The material in this
section, including the figures, comes primarily from the review

paper by Aarons, Whitney, and Allen, "Global Morphology of Ionos-

pheric Scintillations", Proc. IEEE, Vol. 59, No. 2, Feb., 1971,

pp. 159-172. [16]

Two areas of the earth are particularly troubled by fading,

namely the high latitudes and the equatorial region. This is

shown graphically in Fig. 40. The density of darkening on Fig. 40

MIONIGHT

Figure 40. The irregularity structure at night. The density of the
hatched are represents the occurence of deep fading.

is proportional to the occurrence of deep fades. From this figure

it is seen that the geographical extent of fading iz great, with

the high latitude region extending from approximately 570 to the

pole, and the equatorial region being approximately 150 on either

side of the equator.
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In the polar cap region, scintillation is both permanent and

at a high rate. At lower latitudes, but still within the high

latitude range, diurnial effects begin to be seen; high scintil-

lations occur around midnight, and low scintillations during the

day time hour. Figure 41 shows data on the fade duration and

fade rate measured at Thule, Greenland, at a frequency of 136 MHz;

the peak-to-peak fading is seen to range from 15 dB at night to

4 dB in the day, with corresponding fade periods of from 2 to 60

seconds. Observations made near the boundary of the h.gh latitude

region have shown 10%, 50%, and 90% fade rates of 2, 6, and 10 fades

per minute, with occasional fades. lasting several minutes.

60[
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*Figure 41. Fading period and amplitude for Thule during

quiet period of October 21, 22, 23, 1968,

with Ap'S of 2, 1, and 3.

As contrasted to the more continual scintillation of the

~animal region, equatorial scintillations start abruptly, reach

a . u in* - , . . -, o .*.a .-- - - C ...... . * -u s The

fade rate in equatorial regions is a factor cof 2 to 10 slower

than that in auroral regions. The fade intensity shows both a
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pronounced diurnal and a seasonal variation. Figures 42 and 43

present data taken at Ghana. Figure 42 shows a maximum in both

scintillation rate and intensity occurring around midnight, and

a minimum occurring during the day; the scintillation index, S,

will be discussed in Section 4.2.2. Note that in contrast to

Fig. 41 which has a scale of fades duration in seconds, Fig. 4

plots the inverse scintillation rate in scintillations per minute.

Figure 43 shows a maximum scintillation to occur in September and

March, and a minimum to occur in June and December. The data of

both Figs. 42 and 43 were taken az VHF using the Intelsat II

satellite.

Since the scintillation is due to irregularities in the F-

layer electron density, the scintillation rate is due to move-

ment of the irregularities. The F-layer drifts eastward

'0w
Z . MEAN RATE R too

a . MEAN SCINTILLAION INDEX

90

-4 -
4
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402W

1600 2100 200 0300 0600 0900
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Figure 42. The diurnal variation of mean rate and mean
scintillation index in Ghana.
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Figure 43. The seasonal dependence of scintillation
for Accra, Ghana.

L. nights at 70 to 140 meters/sec., and westward during the day

at 140 to 280 meters/sec. The east-west size of the ground pat-

tern of the irregularities ranges from 100 to 400 meters, and

the axial ratios, or ratio of north-south to east-west extent are

greater than 60:1. This has significant implications for aircraft-

to-satellite transmission, as the scintillation rate for an air-

plane traveling east-west will be determined by the rate at which

the projections of irregularities are traversed, while an airplane

traveling north-south will have essentially the same scintillation

rate as ground-based system. In addition these effects would

cause the fade rate of a jamming signal to generally differ from

that of a communication signal being jammed.
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4.2.2 Measures of Scintillation

In the previous section we have discussed scintillation,

without qualitatively describing it. The purpose of this sub-

section is to provide analytic measure of scintillation. Experi-

mental data will be shown in Section 4.2.3.

The conventional measure of scintillation is based on the

distribution of either the amplitude or the power of the re-

ceived signal. In Briggs and Parkin, [173, four measures of

scintillation are given, namely Si, S2, S3, and S4 . If the

instantaneous amplitude of the received signal is R(t). the
2

instantaneous power is defined as R (t). Then:

IR -
S1  R -(321)

- (R - ])2]

2 R (322)

IR2  R

S = -2 (323)

is_ 
[(R 2 _ R 2)-2

S4  - _ 2 (324)
4 R-2

For a number of years, Air Force Cambridge Research Labora-

tories has used, as their measure, the scintil!.tio%, index, or

SI. SI is defined (e.g., Whitney, H.E., Aarons, J., Allen, R.S.,

Seeman, D.R., [183; Whitney, H.E., [193) as:

P -P' max ain
Si = ma m(325)P + P

max min
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where Pmax is the third peak down from the maximum, and Pmin

is the third minimum up from the lowest excursion in the given

sample period. Both Pmax and Pmin are measured in dB, and AFCRL

generally utilizes 15 minute sample periods. In analyzing ex-

perimental data, AFCRL has found it useful to divide data into

six groups, depending on the scintillation index. These are

shown in Table 27, from Whitney et.al. [193 along with the

corresponding value of P - P m The higher the group number,max min

the deeper the scintillation.

TABLE 27. RELATION OF GROUP TO SCINTILLATION INDEX AND FADING

P -p.
Scintillation index max min

Groups (%) (dB)

0 <20 <1.7
1 20 to 39 1.7 to 3.6

2 40 to 59 3.7 to 5.9

3 60 to 79 6.0 to 9.4
4 80 to 89 9.5 to 12.7

5 >90 > 12.8

Table 28, also taken from Whitney et.al., [193, shows

the percent occurrence of 15 minute scintillation indices,

measured at Hamilton, ass., Narssarssuaq, Greenland, and

Huancayo, Peru at a frequency of 136 MHz. The data are grouped

according to local time (2200-0200, 1000-1400, and 0000-2400),

and magnetic index (0-3, 4-9, and 0-9), and show the diurnal

and latitudinal variation of scintillation. In addition, the

magnetic index is seen to affect the auroral.(Greenland) scin-

tillation index to a much greater extent than the mid-latitude

(Massachusetts) or equatorial (Peru) scintillation index.
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The Nakagami m-distribution has been proposed to describe

scintillation, in an attempt to both unify the descriptions

of scintillation and provide a single analytic description of

the distribution of scintillation (Whitney, e.al., [193, Nakagami,

M., [20)). The m-distribution is a single parameter distribution,

which, by choice of m, will match many experimental and analytic

distributions. The in distribution has the probability density

function

-2 2mR2m-  R 2
p(R) = M(R,m,R CR2mR m Xp (-M ;), (326)

F(m) ( 2 )R

m = > (327)

If m is equal to 0.5, the m distribution becomes equal to the

one-sided Gaussian distribution, while if m is equal to 1, it

becomes equal to the Rayleigh distribution. Higher values of m

cause the distribution to be more concentrated, as shown in

Fig. 44 (Nakagami, [20)). It is evident from the definition

of m that
2

m = 1/S 4  (328)

1.9

I.¢ I

.0 I _m 4226
08 m-314

0-O6 1/

Figuire 44. Probabili ty density function of the rn-distribution.
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Two transformations which are useful in working with the m-

distribution are those for the squared envelope and for the
• = R2

received power in dB. In the squared-law case, if y R , then

mm 1
P(Y) = mYexp -j2) (329)

R yR

This can be identified as a chi-squared distribution with 2m

degrees of freedom, and a variance of R in the underlying

Gaussian process. However, while m must be an integer fo." the

chi-squared distribution, m need only be any real number greater

than 0.5 for the m-distribution.

In the second case, if x = 20 logl0R, then

p(x) = MP(m) exp - eM, (330)

where

M 20 log 0e. (331)

Computer processing has been performed at AFCRL to relate

the scintillation index to the parameter m. [193 A graph of

this relation is shown in Fig. 45.

While the m-distribution is useful because it only has one

parameter, other researchers , e.g., Rino and Fremouw [21]

claim that its fit to experimental data is not always accurate,

and prefer to use a complex Gaussian representation in which the

powers of the in-phase and quadrature components are not equal.

In particular, if the received field is represented as the sum of a

constant value plus a random component

E(r) E(r+ E (r) *(r), (332)
0-

where Lhe overbar indicates the ensemble average, r is the direc-

tion vector, and

227



1 0

0 1

4L.I

o I

L L .1: _F_

0 2 4 6 20 20 40 70 100 200 300
m

Figure 45. Scintillation index vs m.

= x + jy, (333)

where x and y are zero-mean, correlated Gaussian random

variables. The phase reference of E(r) is defined in terms of a

vector 'n such that ( ) o( )( + i ).(334)

The variances of x and y, normalized to the total inten-
2

sity I, are defined as aT . Summarizing,

I = E (335)

where 2 = + 2 (336)

T x y

Also, by definition,

Cxv - • (337)

Using the auxiliary definitions
2 2 8

B 2 a 2 + 2j C (38)
x y 

x y x2C
26 = = tan -2- f339)

x y
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then it can be shown that

2 2i 2NE JBI cos 28+4 BI2 (341)
S 4  =

20IT 1 - aT)Ll + 2 + aT I + 4
CT CT F!

4.2.3 Comparison of Measuxed and Modeled Scintillation Data

The purpose of a model is to give a representation of

physical data - scintillation in this case - which can be con-

veniently used to approximate a physical process. In this sub-

section we will present comparisons between measured and modeled

scintillation distributions.

Figure 46, from Aarons et. al. [22), shows a comparison

of the experimental distributions of VHF (136 MHz) scintillations

from ATS3 recorded at Hamilton, Massachusetts, with cumulative

99" 99 90 50 1o 5 0.5 0. 0.01I ' ' , " ' , u p I I I I I I I I I

6

4-

2-

0 (MEDIAN)
dB

-2.-

-10 v 9 A 0 EXPERIMENTAL DISTRIBUTIONS -Xm
FROM SI GROUP 5.

-• + EXPERIMENTAL DISTRIBUTIONS-12 FROM SI GROUP 4. A

.14I, m.l.3

I0o 0.1 0.5 5 10 50 90 99 99.99PERCENT OF TIME SIGNAL AMPLITUDE EXCEEDED ORDINATE

Figure 46. Comparison of Theoretical m-Distributions (Solid Line
for m=l and 1.3, Dashed for m=4) With Experimental Dis-
tributions From S.I. Groups 4 and 5 (136 MHz).
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distributions using the m-distribution with m = 1, 1.3, and 4.

The m-distribution is seen, for theae data, to provide a good

fit over the approximated 20 d5 scintillation range.

Figure 47, taken from Rino et.al. [23), shows experiment-

ally determined probability density functions for simultaneous

VHF (137.5 MHz) and UHF (412 MHz) transmissions from ATS5, also

recorded at Hamilton, Massachusetts. Two theoretical distribu-

tions are shown as dotted and solid curves, one the two-dimensional

Gaussian, and the other the log normal. Based on a chi-square

goodness of fit test, the fit cf the Gaussian is better than that
of the log normal. The parameters of the Gaussian distribution

are given in Table 29. Also sho-wn in Fig. 4 7 are circles which

correspond to m-distributions with the same values of intensity

on m = 1/S 4 . It is seen that the fit of the m-distribution to

the measured data are good.

Figure 48 shows UHF (250 MHz) scintillation data for trans-

mission from TACSAT I by the Naval Electronics Laboratory Center

(Paulson and Hopkins, [24). Local time is 10 hours later than

that shown on the figure, i.e., the figure is for 2420 to 0100

hours local time. Paulson and Hopkins note that the data "look

Gaussian". However, the data of Fig. 48 have an excellent fit

to the m-distribution with m = 1. This is shown in Fig. 49,

in which the data of Fig. 48 are replotted along with a family

of cumulative m-distributions. It is seen that, until the mea-

sured data go into the noise level, the m = 1 curve is followed

quite clo; - ?

To summarize, while there is still debate as to the exact

law followed by the first-order distribution, it appears from the

cases examined that the m-distribution can be used as an approxi-

mation to the envelope for engineering purposes. If, however,

phase is important, the Rino and Fremouw complex Gaussian model

should be considered.
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Figure 48. Example showing three cumulative amplitude distributions
for records maue on the night of 23 September 1972 GMT.
(250 MHz)

TABLE 29. PARAMETERS Or GAUSSIAN DISTRIBUTIONS OF FIGURE 47

-. 2 BI2Frequency S4 aT B x

VHF (137.5 Mz) 0.482 0.310 0.2604 00 0.0248

UHF (412 HFz) 0.0711 0.021 0.0189 5 1 0.00105
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4.2.4 Effects of Frequency on Scintillation Distributions

As shown in Whitney et.al. [183 observations which have

been made on radio stars indicate a frequency dependence of

scintillation which, when expressed in terms of the m parameter,

takes the form

log (m /m2 )11=
log(fl/f 2 ) m (341)

where m1 and m2 are two values of m measured in simultaneous

observations at frequencie." f and f 2 The parameter Ym, while

ideally a constant, is actualiv a random variable. Figure 50

shows a histogram of ym made f,,.. it records at 137 MHz and

412 MHz (Whitney, [191 using ATS-3 and ATS-5 data. This data

give an average m of 2.62, and a median of 2.65. As a comparison,

the data of Fig. .2, using ATS-5 measurements, have y = 3.49.

The extrapolation of VHF/UHF data into SHF and higher fre-

quencies indicates that the scintillation will decrease rapidly.

For example, at 2.3 GHz relative to 250 MHz,

( 2.3 GHz 2.62mf20Mz

m(f=2.3 GHz) = 2___ 26 m(f=250 MHz)
(250 MHz]

= 335 m (f=250 MHz). (342)

Since the minimum value of m is 0.5,

m(f = 2.3 GHz) > 117.5. (343)

As can be seen from Fig. 49 and m of 117.5 will have very

little sintillation. Figure 51, from Paulson and Hopkins [24)

shows simultaneous 2.3 GHz and 250 MHz TACSAT I amplitude distri-

bution data. Tt is seen that, indeed, '-~~~1to

measured at 2.3 GHz; Paulson and Hopkins estimate the peak-to-

peak 2.3 GHz scintillation measured during their tests to be in

the range of 2 to 5 dB.
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4 and 6 GHz scintillation data have also been measured in

the equatorial region over a 15 month period by COMSAT [253.

It was found that peak-to-peak scintillations were in the order of

4 to 6 dB; therefore fades below the median level can be estimated

to be about half of this, or 2 to 3 dB.

4.2.5 Atmospheric Effects on Signal Propagation

The principal effect of the atmosphere on satellite propaga-

tion is to cause attenuation at millimeter wavelengths due to

oxygen and water vapor absorption. Figures 52, 53, 54, from

a review article by Altshuler et.al., [26) present some theoret-

ical and experimental data at 15 and 35 GHz. Figure 52 shows

calculated attenuations to a satellite as a function of zenith

angle, rainfall rate, cloud water vapor content, and humidity.

It is seen that attenuations in excess of 10 dB are predicted in

I rainy weather, and up to nearly 10 dB even in clear weather.

Figure 53 presents measurements made at 15 and 35 GHz, which

confirm the predictions of Fig. 47 Figure 54 shows the

tribution of actenuation, as a function of zenith angle.

The data for Figs. 53 and 54 were measured over the six

month period January to July 1966, at the AFCRF Prospect Hill

radio observatory in Waltham, Massachusetts, and, as Altshuler

et.al. point out, ari applicable c 'y to locations having a

climate comparable to that of the iton area. Brookner

[27) has generated a set of "universal' curves, in which atten-

uation is given as a function of angle for 9 combinations of rain

rate and cloud water content, at frequencies of 16, 35, and 94 GHz.

The combinations of parameters used are shown in Table 30, and his

16 and 35 GHz data, in Fig. 55. Also shown on Fig. 55 are

curves of rainfall rates for various cities in the United States.
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TABLE 30. WEATHER MODELS USED IN THE CALCULATION OF ATTEN-
UATION AND SKY TEMPERATURE

Weather Tvpe Clear Cloudy Rainy

Model No. 1 2 3 4 5 6 7 8 9

Pressure x x x x x x x x x

Temperature x x x X x x x x x

Clouds

1 x x

x x

3 x x

4 __ _ - - - -x I.L...

Rain

1 x

2 x

3 x

4 x
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4.3 Simulation of Scintillation Statistics

4.3.: Introduction

In the previous section we have reviewed the modeling of

radiowave scintillation. Two distinct groups of thought exist.

One favors the Nakagami m-distribution described completely by

its m parameter and mean parameter Q; the other favors a complex

Gaussian distribution with quadrature components of unequal vari-

ance and mean*. It appears that the Gaussian distribution may

be a better approximation. However, it is trivially easy

to find an approximating m-distribution and very difficult

to find the parameters for an approximating complex Gaussian dis-

tribution. On the other hand, for synthetic channel simulation it

is far easier to generate the Gaussian scintillation statistics.

In the following sections we present the methods of generating the

m and L-aussian distributions, and the methods of fitting experimental

data to the distributions.

4.3.2 Generation of Scintillation Statistics

The starting point of the scintillation statistics generation

is a uniform random variable of value 0 : u 1. It is assumed

that the communication laboratory computers are capable of generat-

ing a sufficient number of independent uniform random variables

for any communication experiment.

4.3.2.1 Nakagami m-Distribution

We let r and u respectively be Nakagami m- and uniform random

variables with probability density functions(pdf)

* The phase is usually chosen so that one component has zero mean.
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m 2m-1 -mr /0
f (r) = r > 0 (344)R ~ r(m)f2 m

f(u) =1 0 u 1 (345)
U

P(m) is the gamma function of m. m need not be an integer. A

direct generation of the Nakagami variate from the uniform variate

is obtainable by equating equal probabilities or equivalently by

setting the cumulative density functions equal to each other.

The cumulative density function (cdf) of r and u are equal

to 2mR2

) 2mm  r r2m-1 Q
m R ( e dR (346)

R=0

u

Fu(u) du u (34-)

Therefore, the Nakagami variate is generated by solving

u = F (r) (348)
R

for r.

Making the change of variables

t m R2  (349)

Eq. (346) becomes
2

mr

FR (r) 0 t- r eml e dt (350)

which is the defining inLegral for the incomplete gamma function,

P(mmR2/Q), and the probability integral of the X -distribution,

P (2mR2 / I2m).
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The solution of

L2
u = P m,m) (351)

for R is still a hard problem due to the complex nature of the

incomplete gamma or X -distribution. Nonetheless with the function

tabulated on a digital computer given m, 0 and the present generated

value of u, r can be found.

Complete tabulation is unnecessary when m is limited to in-

teger and 1/2 values. Then the recursion relationship

a -x
P(a + l,x) = P(a,x) xae (352a)~~~(a+l' 35a

can be used with

P(I,x) = 1 - e (352b)

or

P(i/2,x) = erf x

Erf x is defined as the error function of x

erf x 2 e tX dt (353)

0
-5

and may be approximated to almost 10 accuracy by

erf x = 1-(a 1 t + at 2 + 3)e 2  (354a)

t = i/(l + px) (354b)

p = 0.47047 (354c)

a,= 0.3480242 (354d)

a2= -0.0958798 (345e)

a3= 0.7478556 (354f)
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When m is equal to 1 the direct transformation is given by

r = ,-Qtn(1-u) (355)

Finally, we can generate R for arbitrary m, without an in-

complete gamma function tabulation by choosing the closest integer

m', less than m and interpolating according to the relationship

2 2 2
.[- ,'-I W  - .--+!l/R W2-1

-F1 - P( , m' U (356a)2 2 2 f2

where

W = m-m' > 0 (356b)

4.3.2.2 Complex Gaussian Distribution

The Gaussian distribution may be generated easily by two

different methods. One method utilizes the central limit theorem

by summing a number of uniform random numbers together. This method

uses many uniform random numbers and thus may limit the number of

independent Monte-Carlo samples in any communications experiment.

This is particularly true on mini-computer simulators. In addi-

tion, the distribution is only valid for variates up to plus and

minus half the number of summed uniform random numbers. The

second method is again a direct transformation method. It is ac-

curate for all ranges of variate and may only be slightly longer

in generation time than the former method. It utilizes very few

uniform random numbers.

4.3.2.2.1 Central Limit Approach

The central limit theorem is quite good when as few as 12 in-

dependent uniform random numbers are added together. Therefore,
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by adding n independent uniform random numbers together, with

n > 12, the sum is approximately Gaussian with mean equal to n/2

and variance equal to n/12. If we have a Gaussian random variable,
2

x, with mean Pxand variance a then we must form

tm
n

x / (357)

(n/12 x )1/2

2
r Repeating (14) with parameters p and a gives a second Gaussian

y y
variate, y, which is independent of x.

A total of 2n, or at least 24, uniform random variables are

required to generate the two complex Gaussian components x and y.

4.3.2.2.2 Direct Method
L

A Rayleigh random variable multiplied by the sine and cosine

of a uniform random variable is well known to give two independent

Gaussian random variables. It is very simple to determine the

Rayleigh variable by direct transformation. The Rayleigh pdf is

given by

r -r2/2a2 (358a)
R 20

and the cdf is given by

- r 2/2
2

F R(r) 1 - e (358b)

so that -
2/2c2

u 1 -e (359)

must be solved for r. We have
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2
r A' -20 n(l-u.

or since u1 and (1-u I ) are both uniform random variables between

zero and unity

r a 2o tn u 1  (360)

is the generation relationship for a Rayleigh random variable.

Then we can generate the two complex Gaussian components x and y

according to

x = Px + ax /-2.n u1  ios2ru 2  (361a)

y = Py + ay /-2tn u1 sin2nu2 (361b)

We note that only two uniform random variables are required so

that we can have an order of magnitude greater number of sanples

in any communication experiment when the direct transformation

method is used.

4.3.3 Correlated Scintillation Variables

Very often it will be necessary to generate correlated scintilla-

tion variables. This can be accomplished by adding two independent

variables together with the appropriate weighting factor related

to the desired correla.tion. In the case of Gaussian statistics the

resultant sum is again Gaussian. However, for Nakagami m statistics

the resultant sum is no longer Na~kagami m distributed! We now

demonstrate this latter fact.

Let R and R be jointly independent Nakagami m variables such
1 2

that their joint pdf is given by
m r2 +r 2)

4m2m (rr2) 2m-1 e 0( 1 2,

f R2(r ,r 2 ) = 2(m)2m0
r 2 0

(362)
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We wish to determine the distribution of R

2 2
R r + 0 2 (363)

where p is the desired correlation. Introducing an auxiliary vari-

able S

S =r (364)

the desired pdf of R is given by

f(R) = lSd (365)f(R)= ]"f(?n,S)dS

S=0

where
_ ! ,R( R2 - S 2 , S

f RR(;Ri P )
f(RS - (366a)

and the Jacobian J is given by

aR 6R

j (366b)

as -bs

2

and is evaluated at

R, =fR2 - S2 (367a)

R S. (367b)
2

We find that
_/2 p2)/2Il r 2I - 2 (368a)

r r2  t (R 2  PS 21/2 (368b)

2 2 = 2 S2
r +2 + (i-P)S (368c)

22
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so that

m -mR2  2ms2m-l 2 2 m-i -m(l-p)S2 /0
2m Re 2 2mS R-QS) ef (R, S)-

r (M) nm M (m) d"
(369)

For the case of small correlation, we make the approximation

S 2m - (R2-pS2 ) R 2 m - 2 S 2 m - l - (m-l)p S2m + ! R 2 M - 4  (370)

The integration in (365) can then be performed to obtain the pdf

2 mm R 2m- emR 2/ -P(m-l)2 mm R 2m-3e-mR2/ (371)() (I- P) mr (m) 0m  (- p) m+ ' (m) -

We see that even when p is small R is not Nakagami m-distributed.

When the correlation between r1 and r2 is almost zero then

2
2mm R 2m-1 e-MR

f (R) P 0 (372)
(l-mp)F (m) f m

and R is again Nakagami m-distributed.

Since the condition p - 0 is not always met it is recommended

that the Gaussian scintillation statistics Le used.

4.3.4 Determination of Scintillation Parameters

From the points of view of generation, generation of correlated

variables and best data fit, it is recommended that the scintilla-

tion statistics be considered complex Gaussian. Unfortunately, this

assumption leads to a complicated parameter determination when we

are constrained to work with amplitude data alone. We discuss thlree

methods of determining the distribution parameter,3. One method is

a parameterization method which results in a family of pdf's. This
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method uses average amplitude squared and fourthed data and

requires the generation of a histogram of the data followed by

a goodness-of-fit test with each pdf in the family. The

second method makes a Taylor series expansion of the complex

Gaussian pdf. Four moments of the amplitude data are required.

Using an iterative approach the Gaussian parameters are deter-

mined.

Both of the above methods assume that only amplitude data

is available. We present a third method which assumes that the

complex signal is available. Then the pdf parameters are trivially

available by simple mean, variance and correlation measurements

on the quadrature signal components. It goes without saying that
the third method is the one recommended.

4.3.4.1 Parameterization Method

The parameterization method is described in detail in Rino

and Fremouw [21], and is summarized here. If a is the received

signal amplitude then the statistical average (a 2) and (a 4) are

determined from the data. ('. represents the ensemble average.

The scintillation index S4 defined as the normalized standard
2

deviation of a is then determined

(a4 2 )2

S4 = 22_ (373)

(a 2)

2

The scattering cross-section, a , equal to the fraction of the

incident power that is randomized by the scattering medium, is

then determined as a function of functions g, and g2 " We have
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2 91 (g2- 2g 1
I1 4- 2 - (374)

g2-2g1  g2

rI

We next compute a complex quantity B

2 el arctan f 1 tan u + f 2tan u2
0 e 2L 2.

1 - tan u tan u2sec O-

S (-tl u tu a n u2 sec 2 2 +(f 1 tanul tan u21/2

(375)

where

tan ul 2XzsecP/TT() 2

tan u2= 2XzsecO/g 
2

f =1+tan 2cos2.CP
1,2 =sin cl

=a2cos2 t + sin 2

= transverse-scale size

- magnetic dip angle at the ionosphere penetration point

a = axial ratio

P = declination

CD = azimuth

X = wavelength

z = height J

(376)

Next we compute the inphase and quadrature component vari-
2 2

ances, x and C1, and their correlation, Cxy
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2 = FT2  Re(B) 2
X

2 F02  Re (B)/2 (377)
Y -i

C = Im(B)/2
xy

We note that all the above parameters are still a function of

91 and g2 "

The complex Gaussian pdf of x and y is give1i by

()exp{.-V(x-P ) 2 /aoj2 -2 C (1x- )Y/a + y 2 /u2l/2(1-C 2

xly 21 a C 1 - C2

x y xy (378)

With the amplitude a defined as

a x2 2 (379a)a= x+ y

and

x = a cosO (379b)

y = a sine (379c)

the pdf of a and @ is

f(a,A) = a f (a cosP, a sin@) (380)x, y

and the pdf of a is

fA~~a 2r (81

=a a f (a cosP, a sine)d@ (381)

The pdf of a must be determined point by point for discrete

a by numerical integration. A large number of discrete a will

be necessary since the histogram of the data must be fit to (381)

It is estimated that at least 200 integrations of (381) would be

necessary to represent it smoothly. Even if only 5 combinations
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of gl and g2 are taken to have a family of 5 pdf, a total of

1000 integrations of (381) is required. This must be followed

by 5 goodness of fit tests. In all an excessive amount of

computation is requiret in order to determine the complex Gaus-

sian parameters.

We next propose a method which is computationally easier

but which may possess convergence problems under certain con-

ditions.

4.3.4.2 Taylor Estimation

Using (378) the v'th moment of the amplitude a,(aV) is given

by

2
1 (X-x) 2C (x-Px) 2

2/2 + 2 :dxdy
2 0 0n 0/(~C

VaC>=f CO (x 2 + y2 v/2 21Cxy ax x ya

x y xy
(382)

The moment may then be expanded in a Taylor series about '-,ome
2 2

arbitrary values P'xoaxo, ay and Cxyo . We have

(aS) (aV) + + -- A2 +
0x 2 x

x I x

6,(a') 2 6(v

bo2 y y xy 2 3

where subscript o indicates evaluation at P o o and C
xo xo yo -YO,

and hne delia quantities equal
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2 2
xo X xo 

(384)
A 2 2 2

yo y yo

AC =C -Cxy xy xyo

The philosophy behind the Taylor expansion method is to

describe four moments of the amplitude and solve for the actual
2 2

four Gaussian parameters p and C. Writing the fourK'xxy xy
equations in matrix form we have

^ = A +EA (385)

- -O o-

where the measured four moments of the amplitude data,A, is

%a i

(a ~

V (386)

(a

2
the theoretical moments evaluated at Pao* a and Cy, A is

-(7 yo xyo 

V20

A (387)

(a 0

V 4N

2.52



Vi

-f =F. Ila. = a 2  (388)
Fij- B. a x 2 x

3 o 2
3 = , 4 = C3 y 4 xy

and

x xo

2 2a - ao
A =c. -. - X XO(39

-o 2 2

a - a
y yo

C -Cxy xyo

Theoretically, the Gaussiaa± parameter set, a., is found by solving

,= F - ) + °a (390)

We comment on this direct solution. First and foremost with

respect to accuracy the solution a will only be close to the

true set if a is close to the true set. A priori we do not
0

know a good set a to choose. Thus, a will be a poor estimate
-O

in general. (Below we describe a method of choosing a ) To
_~0

circumvent this problem an iterative method should be employed.

First a is chosen in some way. Ther. i = a is determined from

(406). This set of parameters will be inaccurate but closer to
the true set than- a " Next, -- i is used as the new expansion
point and a better approximation a2 is found. This continues

ntil the difference between the new and previous parameter set

is minimal. Mathematically, the iteration procedure is described

by

=a (A -A.) + a.. (391)
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Convergence of (39.)to the true set will be rapid when the

ratio of the largest to smallest eigenvalue of F. is small.--

The second comment on the Taylor expansion method pertains

to the evaluation of the F matrix. Just as in the parameteriza-

tion method, numerical integration is required. Here we have

16 double integrals to evaluate on each iteration. Thirty

iterations would require the same computational requirements

as the 5 family parameterization method (1000 integrations).

We circumvent this drawback by explicitly evaluating the moments

using the moment generating function.

Given a pdf f(x) the moment generating function, (P), is

defined as the expected value of e . Then the moments of x,

m , are given by
n

d3 =J in (392)
dP

P=O V.

We now determine the moments (a ) required for solving (391)

directly.

V.
4.3.4.2.1 Determination of (a Y

Let us define the vectors Y, A and K where

y = Fx (393a)

A = nx' (393b)
1L. 0 -j

[ 2  C 0.0..[..

K- X y ,7 %o] (3 93c)
C 02

xy y
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II

Components x and y are jointly correlated Gaussian components

with correlation C , means p and 0, respectively, and vari-
2 2 xy x

ances ax and a y, respectively. K is the covariance matrix.
The squared amplitude of these quadrature components is given by

Q = yT y (394)

The moment generating function of Q is [283
1

S -(f-g)/h 1/2 (395)

Q

where
f A T k-1 A

g= AT K- I L- I A
(396)

and

L = I - j2PK.

It is readily found by substitution that

f 2 ax(1- C 2y (397)

x x xy

xyK j2Pc: a *j2PC a a-
L j (398a)

- j2PCCY CY -j2pa 2
xy x y y

1-j2cr 2j2PC a aL-l= 1 Yy

- 1 2022 2 12 2yX

-42o a a (I +C ) j2P(a2+o 2 ) j2C a a l-j2ax y xy x yxy xy _

(398b)
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2 2 2 (399)g -i /ho (1-C
x xy

and

h = 1-4 2 a 2 2 (+C 2  - + a2) (400)
h -0axG y (1Cxy j2 ax +ay

An extremely lengthy but systematic application of (392)

yields the following results:

DD+D2 (401)

:22: 32 I : 1 2 20
m2=FD4(D2+ 3D2+ 3/4) + D3(2D2)e D + 2 (42

2 4 42 2 16/

fD D+ 45D 15) D4D3(6D 10D 2  3/2)

3  4 2 2 2 1 4D- 212

8D~2 D + D2+D /D e (403)

2 2 2 1

4 3 105 2. 105 ii1
m4 = D4(D + 14D32 ' - + D2 D +-D2 5

+ D42 D3 2D 3 + 52 D 2  7D2 - 21'

4 2 2 2

D (44D2 + 28D(1-c

+ 4 y e (404)

43 2 2

where
D1 = P 2/2G2 (1 - C 2 )

x x xy
D2 = P 2/2a2 (1 - C 2 )

2 x y cy (45)
SD 3 = 4a02 a02 (i + C 2 )

3x y xy

D4  2 (Y2 + Y)
4 x y
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Equations (40.)to (405)specify the required A. matrix in

(391). The F. matrix requires the derivatives of the m. with
2 3

respect to the parameters Pa , and Cxy . These in turn are

functions of the derivatives of the Di. Defining

{ j, aD 4 (406)
D{ j = 1,2,3,4Dj j

we have
2 2
0 D0O~ 2C D^/(l-C 22D1 /x x xy l xy

2D /P x 0 -D 2/a 2 2C yD 2/(1-C2
D y 2 (407)

2 2 22
0 D/a D /a 8C a a

3 x 3 y cY X y

0 2 2 0

Finally, the derivatives of the moment are given by

m1  DI+ D2
a1 ( + DJ)+FDj(D ) D D eJ (408)

1 2 mL 2 4 D4D 2  4 2_j

am2 (Di + Di)M +F2D Dj(D 2 + 3D2 + 3/4) +

3
7D1 +D2

D2 (2D+ 3'D+ Dj(2D-1)+ 2D D2i e 2 (409)
4/2 2 3\2'1) 3 2.. (09

* D3 is not to be confused with D raised to the j'th power.

When Dt is to be raised to be a power the power will be explicitly
written as a number not a variable.

257



(D.j D .)m 4 4\ 2 + 2+ 4-D21/a3  + " 2 +

D4 (3D 2 + 15D2 + L)D2+(D3 D4 + D4 Dj)

D3" 2 2. 4e

(6D 2 + 10D2  3/2) + D D (12D + 10)D

8D3 D 2  +~ 1D DD 8DD D4/D4 eD1 +D2
2 3' 4 3 3 24 D3 D244 /D e

(410)

m . (D + DJ 3j++4D 4  D i0__15 D2 +105 D 1+ i05-

1 2m4 , 4 4\ 2 2 2 D2 2 2 16
4/3 42+10D 

-/

D4 (4D 2 + 42D + 105D+ 105)DJ

+(2DD A + D2 Dj)(12D 3 + 52D 2 
-7D - l'

\44 3 43 2 .2 2 /

+ D4D 3(36D 2 + 104D2 - 7)D
+ 2 2 2 8

+ 2D3Dj(44D2 + 28D 2  9 + D3 88D +28}D 2

33 2 3 *2 2 2D
+ 120D D D /D + 40D D /D 80D3  D/ 1 e23D3D2 4 3 2 4 3  2 4  4? e

(411)

Equations (407) to (431) specify the F. matrix so that (392) can
now be easily solved using any standard matrix inversion sub-

routine.

4.3.4.2.2 Interpretation of m.
3

The m. are the moments of the squared amplite so t-at 4e

data must be used to measure
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2
m (a

4m2  (a4( (412)
A 6
m3 (a)

m4  (a')

For ease of measurement we may assume that the distribution of
2

a is close to a Nak,1gami m-distribution then by measuring (a
2)

4
and (a ) we have

a2)2

m 4 a 2 2 (413)

(a )-(a)

= a2. (414)

Then since

(a 2n) (Q/m) n(m+n-l) (m+n-2)...m n = 1,2... (415)

for the m-distribution we have

(Q/m) 2 (m+l)m

A (Q/m) 3 (m+2) (m+l)m (416)

(0/m) 4 (m+3) (m+2) (m+l)m

4.3.4.2.3 Starting Point

We arbitrarily determine a starting point a . We assume-O

that the scintillation statistics are close to a Rayleigh dis-

tribution of the form
2

a
a 2o2

f(a) = e a ; 0. (417)
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2 2
Then the mean of (a is simply equal to 2a and we have as

-O

0

2(a )/2
=0 (418)

(a2 )/2

L0 _

4.3.4.3 Complex Signal Method

This methcd assumes that the complex signal x+jy is available.

Then the phase of the signal is chosen so that (y) = 0. The data

is used to determine

N
P F x
x N jl j

N 2 2
2 N l Z x.- 'OX -

N-1 N 9=1
(419)

N 22 1 Yj

y N-! j l

1 N
C E 2 xY.

xy (N-1)( xy j=l ) )

The complex Gaussian distribution is thus trivially determined.

4.3.5 Summary

In summary, we have seen that the complex Gaussian distribu-

tion is easiest to generate; the direct transformation method

being preferred. If the scintillation data is available in com-

plex form then the parameters of the cohiplex Gaussian distribution

are easily found. If only amplitude data is available, the param-

eter estimation problem is much more difficult. It may be solved

most easily by using the Taylor expansion method by using Equa-

tions (391), (401) to (405), (407) to (411) and (412).
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SECTION 5

SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS

Sections 2 through 4 of this report have investigated three

specific uses of the CSEL facility. Section 2 described the use

of CSEL in LEE 8/9 simulation, with analyses of limiter performance,

Doppler simulation, repeater jamming, and a systematic means of

simulation validation. Section 3 described the use of CSEL in

NAVSTAR GPS simulation, discussing the GPS system configuration,

sources of errors, analytic models, and interfacing with CSEL.

Section 4 describes the properties of Ratellite signals and means

of generating signals with specified amplitude and phase statistics.

We have shown that, depending on the J/S ratio, either a soft

or a hard limiter can minimize signal suppression. When J/S > 1,

the soft limiter is optimum, but its threshold is a function of the

J/S ratio. We have shown that for an FH system, repeater jamming

is in general more efficient than either random noise or multitone

jamming. For the LES 8/9 system, in particular, we have outlined a

series of start-up simulation tests, for validating the PSP modei,

testing the downlink simulation, and simulating the uplink jamming.

Our GPS studies recommend means of simulating delays by adjust-

ing the Doppler shift. A closed loop method is suggested for cor-

recting Doppler errors. Means are proposed for implementing vari-

able multipath delay, one by use of switched delay lines, and the

other by means o' d gain-controlled tapped delay line. The study

shows that proper antenna simulation is a complex matt-er, and sug-

gests considering the use of an omnidirectional antenna pattern in

the CSEL simulation. Finally, an alternative shiulation configuration
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is discussed, which uses half as many sateljite signal generators as

does the full configuration, but requires a computer-controlled de-

lay line.

Effects of scintillation and atmospheric attenuation on

the satellite signal were examined. The present state of know-

ledge on scintillation indicates that if only the envelope of the

scintillation is of interest, it can be approximated by a Nakagami

m-distribution. However, if both envelope and phase are of import-

ance, the complex Gaussian model of R5 no and Fremouw appears to

be the most appropriate model available at the present time. De-

tailed methods of simulating both of these distributions on a

digital computer are given.

The DOD laboratories encompass many facilities. To the best

of our knowledge, CSEL is unique among them, being the only labora-

tory which allows real-time hybrid simulation of complete avionics

communication systems. In order to maintain CSEL as a resource for

communication system testing, additional equipment should be pro-

cured which will permit the simulation of new systems as they are

considered. In this context we have, in the present study, defined

some of the hardware and software requirements for the GPS system,

which will be of importance in the near future. Multiple access

systems will also be developed in the near future. Among the modes

of operation which are possible, are FDMA, TDMA, and hybrid FDMA/

TDMA. CSEL, as presently configured, will not simulate these

systems. Additional equipment should be procured which will per-

mit their simulation. The procurement should be preceded by a

system definition phase, in which both the hardware and the soft-,

ware of the system to be fabricated are defined.
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APPENDIX A

DIFFERENTIAL DOPPLER SHIFT DUE TO THE IONOSPHERE

It is well known that the ionosphere introduces an addi-
tional delay of signals transmitted from a satellite to the
ground. This is also accompanied by a differential Doppler
shift, which is often ignored. In this memo we compute this Dop-

pler shift and discuss the conditions under which it can be
ignored.

Figure A-1 shows the geometry of the problem. R is the

radius of the earth and R the distance from the satellite to the
center of the earth. The Doppler shift is dependent on the re-

ceiver angle eo - 81 between the actual path and the straightline between receiver and transmitter. To determine this angle
we use Snel's law for a spherically layered medium,

= nR sin A. = n(R) R sin G(R), (A-i)

where n is the refractive index at the surface of the earth,and0
n(R), A(R) is the refractive index and zenith angle on the
signal path, at the distance R from the center of the earth (we

assume a spherical earth).

If the refractive index is constant (say 1 ) the signal will
follow the straight line, and we will have the equation

R sin 0 = R sin O(R). (A-2)0 C) 0

On a .;mall section of the path, we have (see Fig. A-I)
iR da = tan 6 0R A~3

where 4 is again the angle the path makes with zenith. Using this

onboth the actual and the geometric path, we find using Eqs. (A-1)
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and (A-2),

R R R
S sS

= d dR r dR (A-4)

oc R/ - o R/
2 1 K 2

K1  K

This equation determines implicitly K1 = n R sin '1. Since0 Zo

n(R)~ 1 everywhere, we can write

n v , IV 01 << 1(A-5)2 = 1-v O  viO  «

and
K1 = K (1-6), (A.-6)

defining v0 and 6.

Introducing Eqs. (A-5) and (A-6) in Eq. (A-4) we get to the fic~t

order in v ,
0

R R
6 _RdR =R2 -3/2 s RdR (R

6 1 v (R)-~-1
R K2 K R 0K

(A-.?

The coefficient to 6 above is

K tg P (A-S)
o- 3O O /R2_R2 sin2 cos00

0 0

since
R >> R
S 0.

If the ionospheric layer is thin, the right hantid side of Ba. (A- 7 )

can be approximated by

2 P
R1 R4  \-3/2 S

22 2 I I v ()d2 K 2 K 2R 0
-40 0 0

" -. "' R . - 1/ 80. 7 'A
-> 2.

o~ K
0 2
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where the usual formula for the refractive index in the ionosphere

has been used (neglecting the magnetic field and electro collisions),

TEC is the total electron content and R. is the location of the
1

layer. More exact expressions can be found using an empirical

model for the electron density in Eq, (A-7), and the expression

vo(R) = 80.7 D!(R) (A-10)
0 f

OMKSA units).

We now determine the difference in phase length along the

actual path (s 1 )and along the geometric path (s) in Fig. A-I.

dR / KI2 h-1/2

ds cos1 = c22 dR (A- 11)
n R

2ds dR K - --. 2

dRR
oCos;! R R2 / (A-12)

The phase difference is

s K -1/2 1 N -1/2
AL f 2n ( 2 2M--l-~ d

R Cn2R2i .\ K.
0 (A -I2)

We wish to determine the angular frequency. To simplify the

problem, assume that the satellite path is circular (.e., 0)

and passing directly over the receiver. Then the angular fre-

quency is

R 2I;K -3/2 KK K -3/2K K
2 c 2 2) 22 2fR PR nR R n(R)

(A-2.4)
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l is determined by differentiating Eq.(A-4),

R s 2 2  3/2 2 2

g nR
r dR (11R n RjRR K 2K 1

0 11

R

vR~ (2 ~-3/-7a -3f ,K --

or, 2

R

s -3/2

k R dR R 2 (A-15b)

oJo

whe-e

- P cc's-' (A-16)
0 o

(same approximation as in Eq. (A..8)). Using this in a.]. (A-14), we

get

R 2n22I " 3/ 2  r R i 
-3/2

ALi 2Etcs (R -K2'-I. ' K

c 00\ O

K K X Z .

"- - K - K 17',- ')

This is exact with the asstunptions made above (circular orbit,otc.) .

A first order approximation to KI-K is given by zqs. (A-6)

(A-9), giving (valid for cos -!0 G ]-n)

267



KI- K =-K 5Ko to

1 R(2 -3/2 2

2 R Cos 2 -- 3/ x 80.7 x TEC/d

1 R 2 R c o s 1) si ,o R i 2 R 2 s i n 2 0 ) / x 0 .7 x T E / f .

2 o 1 0 o s

(A-18)
a s in Eq. (17) is determined by the satellite and receiver motions.

We have, using velocities in the orbit plane only,

v v

\R R
.5 0

so,

2ZfKv rE i 2 RR.cose sinA 'R.2 R 2sini-, ,-/x 8.
uL--c \R R 0 1 0o 1 o o1 f/"

This frequency shift (AL/2r) is much smaller than one Hertz. Table

1 shows the Dopplec shift for a 12 hour circular orbit, using
_17 ,. 2

TEC = 2 10 e1./m , R. R + 300 ki. 'Ve shift is smaller Lhan

the accuracy required ( 0.3 lz).
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-7.

TABLE A-1. IONOSPHERIC DOPPLER SHIFT FOR GPS LINK AS FUNCTION
OF SATELLITE ELEVATION ANGLE - TEC EQUALS 2.10 17 et/m2

f=1.2 GHz v =0 f=1.6 HGz v =680m/s
00 r r

Af[Hzl AffHz]
0°0 0 0

20 1.7 x 10 - 3  1.9 10- m3

40 °0 4.5 x 10 - 3  5.0 x 10- 3

60 °  1.7 x 10 - 2  1.2 x 10 - 2

75 1.97 x 10 - 2  2.2 x 10 - 2

80 1.98 x 10-2 2.20 x 10-2

850 2.15 x 10- 2  1.50 x 10 - 2

86 1.12 x 10 - 2
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APPENDIX B

A BOUND ON RECEIVER ACCURACY

The accuracy of the delay measurement can be bounded by

evaluating the Cramer-Rao bound. If we ignore the Doppler

[ measurement, the bound gives a lower bound on the rms error in

an unbiased estimate of delay T,

(6T) 22

(2-'B ) 22
2 N

where E is the signal energy, N the (two-sided) spectral

density of the noise, and B2 is the signal rms bandwidth.

so

22

B 2 f -IS 2s(f)df. s

We consider the case of a rectangular signal filtered ideally out-

= side the first null in the spectrum,

I { sin rr f-f) T\ 2

sf- 12 = \ (f-f)T -) if-f:l T

2-f-~ r =Sf)2d

E 1

side t e f tI -t
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We find that

2 Si (27T)
E = r

and

E B 2 1
s 2 U 2T3

and hence
1

2
B 2T S i (2()2~ 1

2 T \ S 3T

If we assume a noise temperature of 3000 K, a transmitted signal

power of 450W, a distance of 12,000 km, we can determine the

ranging error as a function of antenna and processing gains.

Gains j Ranging Error
___LI rfeet] -

20 26

25 14.6

30 8.2

35 4.6

40 2.6

45 1.46

50 .82
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